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Abstract

We study the problem of combating viral misinformation campaigns in end-to-end encrypted
(E2EE) messaging systems such as WhatsApp. We propose a new notion of Hop Tracking Signa-
tures (HTS) that allows for tracing originators of messages that have been propagated on long
forwarding paths (i.e., gone viral), while preserving anonymity of everyone else. We define
security for HTS against malicious servers.

We present both negative and positive results for HTS: on the one hand, we show that
HTS does not admit succinct constructions if tracing and anonymity thresholds differ by exactly
one “hop”. On the other hand, by allowing for a larger gap between tracing and anonymity
thresholds, we can build succinct HTS schemes where the signature size does not grow with the
forwarding path. Our positive result relies on streaming algorithms and strong cryptographic
assumptions.

Prior works on tracing within E2EE messaging systems either do not achieve security against
malicious servers or focus only on tracing originators of pre-defined banned content.
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1 Introduction

Social networks empower individuals to broadcast their ideas to a mass audience. In addition to
enabling community building, these communication platforms can also be weaponized by mali-
cious agents to launch viral misinformation campaigns that cause significant harm. This concern
is not hypothetical: such misinformation campaigns have been aimed at destabilizing democra-
cies [Chol8], encouraging medically unsafe behavior [CC20], and some campaigns have resulted
in murder and genocidal attacks [Chol9]. As instances of these viral misinformation campaigns
grow in frequency and impact, social networks have begun to take an active role in moderating the
content spreading on their platform.

While content moderation is difficult in the best case, a novel challenge in this area stems from
the presence of viral content on end-to-end encrypted (E2EE) messaging platforms, such as Meta’s
WhatsApp [Wha23]. Ostensibly these networks were designed for person-to-person or small group
communications. However, the networks exhibit remarkable emergent behaviors through which
“broadcast” functionality can be realized via the via message forwarding chains, in which a single
piece of content is widely distributed to many users, who each forward it to additional users in their
contacts. Moderating content in these systems can be technically complex, given that the platform
(by design) cannot view the content of messages being exchanged between users [SM23].

The challenges of combating viral misinformation campaigns on E2EE messaging platforms has
led to several governments urging (or mandating, in the case of the Indian government [0ET21])
that platforms provide capabilities that allow law enforcement to identify the originator of vi-
ral misinformation—a capability discussed in the academic literature as source traceback. Practi-
cally, this is commonly understood as a requirement to provide law enforcement with limited ac-
cess to plaintext, reducing the privacy guarantees provided for both “viral” and non-viral content.
Providers and human rights advocates fear that such “backdoors” may be used to fundamentally
undermine the confidentiality provided by end-to-end encryption—a concern that is supported by
instances of alleged spying directed against opposition parties and activists [U.S22].

Source Tracing in End-to-End Encrypted Messaging Systems. A proposed alternative to combat-
ing viral misinformation campaigns within end-to-end encrypted messaging systems is to restrict
the messages for which the platform can perform source traceback. This approach was first inves-
tigated by Tyagi et al. [TMR19], and relies on abuse reporting by clients; only once a message is
(voluntarily) reported as misinformation by a user, the platform can use information embedded
in the message to recursively walk back through a message’s forwarding path until the message’s
creator is found. Since Tyagi et al.’s initial work, source tracing has emerged as a technical prob-
lem of interest [PEB21, IAV22, LRTY22, BGJP23] and several governments have even called for
source tracing to be integrated into live deployments of end-to-end encrypted message platforms
[RS20, Ban18]. However, providers have been reluctant to adopt these solutions because they do
not provide sufficiently strong security properties [New21].

Most existing source tracing proposals suffer from a serious shortcoming: they assume that the
platform does not collude with users. The only thing stopping the platform from executing source
tracing in these proposals is access to plaintext; if the platform colludes with a user, they have
the technical capability to identify the origin of arbitrary messages received by the colluding user.
Thus, the platform’s ability to trace the source is independent of the nature of the message itself
and it is assumed that the platform will act honestly and only use its tracing power on messages
with content that is identified as misinformation. Unfortunately, this honesty assumption is im-



practical, as demonstrated by previous instances of foreign governments colluding with platform
employees [U.S22] and the use of E2EE platforms in conflict zones [Bla25].

The recent source tracing scheme of Bartusek et al. [BGJP23] attempts to mitigate the threat of
collusion between clients and server. Namely, it proposes a system that provides a source tracing
power to the platform that is limited—or “constrained,” in the language proposed by Ananth et
al. [AJJM22]—to content that falls within a very particular predicate: matching a pre-selected and
hard-coded list of banned content. This means that the platform cannot carry out source traceback
for any message that does not satisfy the predicate—even if the platform colludes with users—and
similarly, licit content that wrongly satisfies the predicate (e.g., due to collisions in the perceptual
hash function used [PFG'23, SHNK22]) becomes immediately traceable even if it has not gone
“viral” at all. Bartusek et al. consider this problem in the context of known instances of illegal
content, such as child sexual abuse material, as it is possible to predefine a predicate that captures a
subset of non-compliant messages before they are transmitted. In the viral misinformation setting,
however, creating a predicate for banned messages is a difficult problem—even with access to
plaintext— as cultural contexts differ, intent can be hard to assign, and language shifts over time.
Moreover, a message may only be considered problematic after it becomes widespread—long after
it is initially sent.

Limiting Source Tracing to Viral Messages. In this work, we take a step back and re-examine this
problem space from a theoretical—although practically motivated—perspective. Namely, we ask if
it possible to create end-to-end encrypted messaging systems that provide a constrained source trac-
ing power to malicious providers such that it can only be used on viral misinformation campaigns.
We observe that in order for misinformation to be viral—and thus a reasonable target for source
tracing—it must be widely disseminated among the platform’s user base; a message containing
misinformation that is passed among ten users cannot reasonably be construed as viral, even if half
of those users report it as misinformation. This requires defining a predicate not over the message’s
content, but instead over the manner in which a message has circulated on the platform to determine
whether it could be viral. This virality predicate can then be baked into the tracing system to cryp-
tographically constrain the platform, making it impossible for even a malicious operator to collude
with malicious users in order to trace non-viral messages—or even to weaken the security of users
who inadvertently forward the content!. Most critically, achieving constrained source tracing in the
presence of collusions rules out any solution that employs online trusted servers, or includes new
and vulnerable master tracing keys.

Our approach can be seen as lifting recent work on preconstrained cryptography [GKL21, ABD 21,
AJIM22, BGJP23, KLN23] into the distributed setting. In this paradigm, master keys of a crypto-
graphic scheme are generated with limits on their power; by carefully choosing these limits, pre-
constrained cryptographic primitives can be used to construct cryptosystems that meet desirable
policy goals. In the traceback setting, we limit the platform’s tracing power such that it can only be
used on messages that have traversed specific paths through the platform’s userbase. This is more
technically challenging than preconstrained encryption, since the predicate must reason over the
(private) joint state of a distributed system, in which there are many agents, each holding relevant
cryptographic key material.

'Importantly, our system prevents source tracing for non-viral messages, but does not provide any technical means
to distinguish between misinformation and non-misinformation. As such, a malicious operator might be able to execute
tracing on a viral message that is not misinformation, for an arbitrary notion of misinformation. Finding technical ways
to address this gap is important before deployment can be considered.



With this new conceptual approach to source tracing in hand, we study the feasibility of real-
izing it for a natural notion of virality: long forwarding paths, i.e., tracing can only be executed on
messages for which the path between final receiver and creator contains a sufficiently large number
of users. While not the only notion of virality that might be desirable, this predicate provides an
important starting point for the study of preconstraining viral content tracing and is a meaningful
notion of virality in practice, as we discuss in Section 4.1. Moreover, in Section 7, we show that
the techniques developed in realizing source tracing for this predicate can be extended to realize
source traceback for other virality predicates.

1.1 Owur Contributions

In this work, we study source tracing for end-to-end encrypted messaging systems in which tracing
can only be executed on viral messages. We find that establishing the feasibility of constructing
asymptotically efficient instantiations of this paradigm—a first step toward concrete efficiency—is
highly non-trivial, requiring careful attention to definitions and new techniques. More specifically,
our contributions are as follows:

Hop Tracking Signatures. We propose the notion of Hop Tracking Signatures (HTSs), a new
cryptographic primitive that allows source tracing for messages with long forwarding paths.
Intuitively, the sender of a message should stay anonymous unless a malicious server gets
access to a copy of that message that has been forwarded by ¢ users (some of whom may
be controlled by the adversary). We carefully define achievable notions of security for this
primitive and investigate their limitations and applicability to real-world systems. The syntax
and security of HTS is strongly motivated by ease of composition with E2EE messaging plat-
forms. Specifically, HTSs are simply appended to the message being sent and do not require
modifications to the messaging system.

Impossibility of Succinct, Non-Gapped Hop Tracking Signatures. We prove that it is impossible
to construct Hop Tracking Signatures that are both succinct in the number of times the mes-
sage has been forwarded and uses a single traceability threshold ¢, before which the source
is completely anonymous but after which the source is always traceable. We prove this using
lower bounds in communication complexity.

Succinct Hop Tracking Signatures with a Gap. We show that it is possible to construct suc-
cinct Hop Tracking Signatures when one admits a gap between the anonymity threshold tanon
(at which point anonymity ceases to hold for the source) and traceability threshold ti ace (at
which point the source can be traced). Specifically, we present a construction of succinct Hop
Tracking Signatures such that t,non = (1 —€)t and tiace = (1 +€)t for any e < 1/2 and positive
integer ¢, such that 1/e and ¢ are polynomial in the security parameter.

Our positive result requires some notion of identity for users, which we achieve using a regis-
tration model (it is easy to see that without any notion of user identity, the entire notion of virality
becomes vacuous). We achieve this in our construction via a registration server that issues creden-
tials to new users. This server is not involved in any further operation of the system. The security
of our first construction holds against adversaries that can adaptively register new corrupted users
and have access to the key material of either the main E2EE server or the registration server, but
not both. As we discuss in Section 2.1, this corruption model is necessary for our result. Indeed, a
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similar security model is considered in [BGJP23], where the adversary can corrupt either the main
server or the input-authentication server but not both.

In Section 7, we show that this registration server can be replaced with a non-secret functional-
ity such as a bulletin board or a key transparency server [LL23]: in this model, registration of new
users does not involve a secret key that the adversary could compromise in order to trace users.
This approach places some limits on the ideal functionality we can achieve, however: since the
only honest party in the system may be the message originator, the originator itself must commit
to its view of the set of registered users in the system at the time it sends its message. Thus only
those users who registered prior to the message being sent will count as valid forwarders, and
users who register afterwards will not be able to increase the forwarding count. This provides a
type of forward secrecy against adversaries that corrupt both the E2EE server and the registration
server. Specifically, an adversary can compromise source anonymity only for messages sent after all
servers are corrupted but cannot deanonymize messages sent before the time of compromise. In
contrast to prior work [TMR19, PEB21, IAV22, LRTY22]—where a server that colludes with users
can deanonymize the source of all messages, both before and after compromise—our approach
limits such deanonymization to messages sent after the system is fully compromised.

Techniques and Assumptions. Our positive result crucially relies on streaming algorithms for
counting distinct elements. A key contribution of our work is to use such algorithms in an ad-
versarial model where the adversary can adaptively choose inputs and view the internal state and
random tape of the streaming algorithm. Although prior work has studied streaming algorithms in
adversarial models, known positive results require assumptions on the adversary that are not true
in our setting. To overcome these challenges, we identify robustness properties of some streaming
algorithms in the literature [BYJK"02] that allows us to carefully compose them with cryptographic
tools to achieve security against such adversaries in our setting. See Section 2.6 for a discussion.

We also rely on standard cryptographic assumptions as well as two strong cryptographic primi-
tives: extractable witness encryption (eWE) [GKP" 13, GGHW14] and incrementally verifiable com-
putation (IVC) for NP with knowledge soundness [Val08]. The latter of these primitives is known
either based on heuristics [Val08] or extractability assumptions [BCCT13].? This is a topic of ex-
tensive research, with several practical constructions known and used in the blockchain ecosystem.
eWE is currently not known from standard assumptions; moreover, prior work has shown barriers to
constructing eWE from standard assumptions for specific auxiliary input distributions [GGHW14].
We note, however, that one could use existing candidates for “plain” witness encryption (which is
known from well-studied assumptions) [JLS21, JLS22] as heuristic candidates for eWE.

Obtaining our results from weaker assumptions or moving towards concrete efficiency are both
interesting directions for future research.

1.2 Related Work

We briefly summarize relevant related work below.

Pre-constrained Cryptography. A recent line of work has investigated the design of cryptographic
primitives in which the master keys are constrained from the onset in their capabilities [GKL21,
ABD'21, AJJM22, BGJP23, KLN23]. In the context of end-to-end encrypted messaging, the work
of [BGJP23] explores the problem of tracing the source of pre-defined illegal content. However,

2IVC for NP without knowledge soundness was recently constructed based on standard assumptions [DJJ*25].



these solutions do not extend to our setting, where the tracing predicate depends on the private
state of a distributed system, rather than the state of a single party.

Non-Interactive Secure Multiparty Computation over Graphs. A related line of work has in-
vestigated the design of secure multiparty computation (MPC) protocols in which the interaction
patterns among parties are defined via arbitrary graphs [HIJ*16, BJPY18]. Our setting is somewhat
similar to these works, in the sense that the computation of the virality predicate can be viewed
as a form of secure computation over the forwarding graph. However, a key distinction is that our
setting additionally requires preserving the anonymity of participants—a property not addressed in
these works.

Tracing misinformation. The problem of tracing originators of misinformation in E2EE messaging
systems was first studied by Tyagi et al. [TMR19]. They propose a system for path traceback that
allows the E2EE server to trace the source and all intermediate forwarders of a message upon receiv-
ing a report by any user. Informally, the system maintains an encrypted linked list where each node
in the list is a ciphertext held by the E2EE server while pointers to previous nodes are encryption
keys held by users. To report a message, the user sends the decryption key for the last node in the
linked list to the server, which allows it to decrypt ciphertexts in reverse order and thus trace all
users in the forwarding path. The authors also propose a system for tree traceback which allows
tracing all recipients of the message, including those on forwarding paths different from that of the
reporting user. In addition to the server’s storage requirements growing linearly with the number
of forwards, a primary drawback of the proposed system is that privacy is only guaranteed when
the E2EE server does not collude with any user. A single report on a message suffices to completely
deanonymize all users in the forwarding path.

The follow-up work of Peale et al. [PEB21] allows tracing only the message source and avoids
deanonymizing all users on the forwarding path. At a high level, their approach requires users
sending a new message to interactively compute a publicly verifiable and non-malleable encryption
of the source’s identity under the server’s secret key. This ciphertext is forwarded alongside the
message. A recipient can report the message by sending the ciphertext to the server, which decrypts
it to reveal the source. They also extend their solution to achieve a stronger unlinkability property,
ensuring that users who receive the same message cannot determine whether it originated from the
same source or from different sources. Subsequent work called Hecate [IAV22] extends the work
of Peale et al. [PEB21] to also ensure forward and backward secrecy. While these works remove
the need for large server storage, they do not provide any privacy guarantees when the E2EE server
colludes with even a single user.

Finally, Liu et al. [LRTY22] build on the solution of Peale et al. [PEB21] by introducing an
oblivious Bloom filter, which allows the server to efficiently and obliviously maintain a count of
the number of reports for every message. This count can be queried by any client that receives the
message. If the count exceeds a threshold ¢, the reporting user also submits the ciphertext—which,
as in [PEB21], encrypts the source identity—to the server, which can then decrypt it to trace the
source. However, as before, a server that colludes with even a single client can deanonymize the
source since it learns the ciphertext; the threshold is enforced only in the non-collusion setting.
Moreover, the proposed system counts the total number of reports, rather than the number of
distinct users reporting a message. To account for this, the system requires enforcing a per-user
limit on the number of reports that can be submitted.

In summary, while prior works on source tracing are concretely efficient, they provide a weaker
notion of security where the anonymity of the source is not guaranteed if the E2EE server colludes



with even a single client.

2 Technical Overview

We now give an overview of the key concepts in this work. We begin by giving an overview of
the modeling choices that we make, discuss how the notion of a viral message can be captured
formally and propose a simple but practically meaningful definition of virality. We then explore
how to instantiate a system with the desired properties.

2.1 Modeling E2EE Messaging Setting and Virality

In this work, we make black-box use of an underlying end-to-end encrypted messaging platform,
consisting of a set of users and a server. The platform realizes a very simple secure communication
functionality: registered users can send messages to one another such that the server can only
control if and when that message is delivered and can not read the contents of the messages. When
a user wants to forward a received message to a new recipient, they simply add an annotation
indicating that the message is being forwarded. This approach means that all forwarding logic can
be contained within the message payload being transmitted, and thus the cryptographic protocol
implementing end-to-end encryption remains unchanged.

When a user sends a new (i.e., not forwarded) message, we call that user the message’s source.
Adding traceability to an end-to-end encrypted messaging platform allows the server to identify
the source of a message upon receiving a report from a recipient, containing the message plaintext.
Tracing should be possible even when the server obtains a report from a user that received a
forwarded message—at which point it is not inherent that the reporting user knows the source’s
identity. Note that on properly end-to-end encrypted messaging platforms, the server cannot trace
the origin of a message even given access to ciphertexts and user communication patterns because
the server can not distinguish between encrypted messages containing forwarded content and one
with fresh content.

Tracing viral messages to their source. When prior work [PEB21, IAV22, LRTY22] has considered
the problem of source tracing within end-to-end encrypted messaging systems, these works provide
the server with the power to trace the origin of any message reported by a user. This means that
the server can trace the source of any message of its choice, as long as it colludes with a recipient.
Moreover, previous works sometimes reveal the identity of all intermediate users who forwarded the
message—an approach that can de-anonymize innocent users who were unaware that a message
contained disinformation [TMR19]. The only exception is [BGJP23], where the server can carry
out source traceback for a reported message only if the message content lies within a predefined
set of banned messages. Within this work, we are concerned with exact origin tracing in which the
server’s capability to trace messages is strictly limited to messages that have gone “viral.”

In order to formalize the notion of virality, we shift the focus of the protocol from the content of
the message to the private metadata about the message: how that message has spread throughout
the network. Specifically, the flow of the message through the platform via forwards, implicitly
defines a forwarding graph: a directed multi-graph in which nodes represent users and edges rep-
resent each forwarding event, as shown in Figure 1a. Note that users can appear multiple times
across different paths and even within the same path, since a user may forward the message to
multiple recipients, receive a forward of the same message from different users as well as forward
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(b) Re-interpreting the forwarding graph as a set of
(a) The forwarding graph is a directed multi-graph. forwarding paths.
Figure 1: The flow of a message via forwards in an E2EE messaging platform. Nodes represents
users, edges represent forwarding events and S denotes the source user that created the message.

a message that it had previously forwarded. We observe that a viral message can be formally speci-
fied by defining a virality predicate over the message’s forwarding graph. This virality predicate can
then be embedded within the system to constrain the server’s ability to trace the origin of messages.

While constraining the server’s ability for source tracing using a virality predicate over the
message’s forwarding graph provides a useful framework, the practical utility of the system strongly
depends on the choice of predicate. For example, a virality predicate that just tests for the number
of times a message has been forwarded (number of edges in the forwarding graph) doesn’t offer
any meaningful security in the real-world—two users can repeatedly forward the message between
themselves to render the predicate true, but such a message can hardly be considered viral. In this
work, we will mainly focus on the unique-forwarders-on-a-path predicate. Specifically, a reported
message is considered viral under this predicate only if the forwarding path—the sequence of users
that forwarded the message, from the source to the reporting user, as shown in Figure 1b—consists
of at least ¢ unique users. Note that under this predicate a viral message has been received by
at least ¢ distinct users and thus our notion of virality is robust to the repeated forwarding attack
discussed previously. While we limit our discussion in this section to the unique-forwarders-on-a-
path predicate, we consider a more general predicate that tests for number of unique users across
multiple forwarding paths in Section 7.

Equipped with a framework to formally define what makes a message viral, we now proceed
to discuss the security properties that are required of a system that supports source traceback of
only viral messages. Going forward, we use ‘viral messages’ to mean messages that satisfy the
unique-forwarders-on-a-path predicate, unless stated otherwise.

Security Goals. Our aim is to design a system with the following intuitive security properties.

— Source anonymity: When the source of a message is honest, then it remains anonymous as long as
the message is not viral. The malicious parties may choose to manipulate or forward the message
in an attempt to identify the source. That is, the adversary could try to attack the cryptographic
construction in order to execute the tracing functionality before the virality predicate is satisfied.>

— Forwarder anonymity: An honest forwarder—any intermediate user in the forwarding path—will
always remain anonymous, even if the source of the message is eventually traced.

3As discussed above, the adversary is also allowed to interact with the system in an attempt to “artificially” make the
message viral.



— Traceability: We must ensure that a malicious source cannot originate their message in a way
that prevents them from being identified later or changes the output of the tracing functionality
to be an innocent, honest user as the source.

We wish to achieve these goals within a model that reasonably approximates the powers of a
strong, real-world adversary. Specifically, we are concerned about an end-to-end encrypted messag-
ing system with a malicious server that may control a potentially large number of malicious users.
Security against such an adversary prevents malicious insiders within the platform from performing
source tracing inappropriately, even when they might control some number of accounts (either for
personal use or for testing purposes).

While it may be tempting to study this problem in the static setting (i.e., the set of users and the
subset of those users that are corrupt is determined before messages begin circulation) this does
not match the power of real-world adversaries. As such, we let the adversary adaptively register
new users in the system throughout the experiment, possibly sampling new users’ cryptographic
key material based on the messages it has already observed.

2.1.1 Boundaries on Achievable Security

There are, however, two inherent boundaries on the extent to which we can achieve these security
goals within the envisioned system; one which affects the anonymity guarantee and the other which
affects traceability.

Sybil Attacks. It is easy to see that allowing the adversary to create an unbounded number of users
in the system—essentially performing a Sybil attack—quickly makes virality a vacuous concept.
Specifically, such an adversary can always ensure that the forwarding path of any message contains
sufficient number of distinct users, thus rendering the message viral. It is thus impossible to ensure
anonymity of an honest source against such an adversary.

In order to ensure a meaningful notion of virality and guarantee anonymity of sources in the
face of these Sybil attacks, we consider a registration-based model where a registration server is
responsible for curating which users are part of the system. Specifically, the registration server
legitimizes each new user’s key material, enabling them to send and forward messages on the plat-
form, similar to the role of existing Key Transparency [MBB*15, LL1.23] or Certificate Transparency
[Cer, LLK13] systems. We emphasize that this is the only interaction that the registration server
has with users and the registration server is completely uninvolved with the execution of source
tracing.

We assume that the registration-server does not collude with the main (E2EE messaging) server.
That is, our security goals should hold as long as the adversary does not learn the key material of
both servers.* This is necessary, since otherwise, the adversary could run the previously described
Sybil attack by using the registration server’s private key to register key materials for an unbounded
number of users.

Refresh Attacks. The very nature of E2EE messaging makes the tracing system susceptible to a
source “refresh” attack where a corrupt user can always choose to copy the content of a received
message into a new message—effectively forwarding the message while making themselves the
source. This could reset any progress made towards satisfying the virality predicate. Such an

“We note that the source tracing proposal of [BGJP23], which is the only other work that constrains the server’s source
tracing ability based on a predicate, also requires a non-collusion assumption to ensure that the predicate is meaningful.



attack on the traceability guarantee of the system is somewhat inherent to the E2EE messaging
functionality, since all users should be able to send new messages as well as view the content of
received messages.

Due to these unavoidable issues, we propose our security definitions to guarantee traceability
of the source when the message has been consecutively forwarded by sufficient number of unique
honest users. Looking ahead to Section 4.1, we verify this intuition by modeling the overall for-
warding graph of a message as a random graph where corrupt users always perform refresh attacks
and terminate forwarding paths. We find that in a network of 2 billion users (e.g., WhatsApp), even
extraordinarily powerful adversaries corrupting hundreds of millions of users cannot prevent long
forwarding chains (e.g., of a million users) from being formed. This indicates that ensuring trace-
ability when sufficient honest users consecutively forward the message can provide meaningful
guarantees in practice.

In Section 2.7, we discuss the real-world implications of requiring a registration server as well
as the consequence of refresh attacks.

2.2 Hop Tracking Signatures

Our goal is to allow source traceback of only viral messages in E2EE messaging systems, where
a message is considered viral (for the purpose of our discussion) if its forwarding graph satisfies
the unique-forwarders-on-a-path predicate discussed previously. However, any meaningful solu-
tion to supporting source traceback must require only minimal changes to existing E2EE messaging
systems—it should be functionally equivalent to an E2EE messaging platform, except that it ad-
ditionally allows users to forward and report messages as well as enables the server to trace the
origin of viral messages. We adopt a similar approach as prior work to ensure this compatibility
and focus our efforts on designing a cryptographic primitive that can be composed in a black-box
manner with E2EE messaging.

A natural starting point for a cryptographic primitive that meets our needs is group signatures.
Group signatures are an anonymous signature with the additional property that a master secret
holder can deanonymize the sender. The problem with group signatures is that they provide no
protections against a malicious secret key holder—once they have access to the group signature,
they can always trace the source. Recognizing this problem, Bartusek et al. [BGJP23] initiated the
study of pre-constraining group signatures, such that tracing powers are a function of the message
content. In this work, we define Hop Tracking Signatures (HTS), an approach to pre-constrained
group signatures that facilitates source tracing for only viral messages. Unlike group signatures,
HTSs will have an explicit Forward algorithm that is run by each forwarder. Recall that we want
this primitive to ensure (1) source anonymity when the length of the forwarding path is less than
t, (2) there should always be forwarder anonymity, no matter the forwarding path length, and (3)
traceability when the length of the forwarding path exceeds ¢t. Composing such a primitive with
E2EE messaging systems is then straightforward: the source computes and appends an HTS on the
message when sending it to a recipient, each user runs the Forward algorithm on the HTS received
from their sender before forwarding it, and a user can send the message and the appended HTS
to the server to report a message. However, the difficulty in constructing HTS is that the source
cannot perform the necessary cryptographic operations alone, as it does not know if the message
will go viral. Instead, we need to perform a distributed computation (as the message is forwarded
through the network) that checks if the predicate has been satisfied.



2.3 Warmup: A Non-Succinct Construction

We begin by developing a template for constructing HTSs that provides the desired security and
correctness properties, at the expense of being communication inefficient. Our first task is to de-
sign a distributed computation that counts the number of unique users along the forwarding path.
Importantly, each of these users must be an authorized part of the system—and must demonstrate
their authorized status in order to participate in the distributed computation. This leads us nat-
urally to having each forwarder sign the message as it is forwarded, appending the signature to
the message. Determining the current forwarding path length is as simple as counting the number
of attached signatures. The upside of this approach is that it is unforgeable, in that an adversary
controlling some ¢ users in the system cannot make it look as though ¢ 4 1 users have forwarded
the message. The downside of this approach, of course, is that it provides no privacy for any of
the forwarders—a verifiable proof that they forwarded the message is visible to anyone who sees a
plaintext.

In order to provide privacy, we can hope to replace the signatures with some form of anonymous
credential, like a ring signature [RSTO1]. Because any given ring signature could feasibly have been
produced by any user in the system (assuming the ring is the set of all users in the system), the
server or a corrupt user cannot use them to implicate any particular user as having been part of the
forwarding path. Such an approach seems to solve our privacy problem, but actually compromises
the integrity of the count. Imagine a malicious user that signs a particular message an arbitrarily
large number of times. By the anonymity property of the ring signature scheme, this result will be
indistinguishable from a set of signatures produced by a large number of honest users, and thus
seem to satisfy the predicate.

In order to make this template workable, we need a method to de-duplicate the signatures such
that each user can only contribute a single one. One straight-forward approach to this is to limit
the users’ power to produce multiple signatures without detection. To provide this property, we can
replace these ring signatures with unique ring signatures [FZ13], a derandomized version of ring
signatures that ensures that re-signing a message will always result in the same signature. Using
this tool, it will be trivial to observe if a malicious user has signed the message multiple times:
simply look to make sure that all of the signatures are distinct.

All that remains is identifying a way to use this stream of unique ring signatures to condition-
ally release the identity of the source. The natural tool to do this generically is witness encryption
[GGSW13]. The source can simply encrypt their identity with witness encryption such that the wit-
ness is a set of ¢ distinct unique ring signatures on the chosen message. Once a path has gotten long
enough—and the message has accumulated enough unique ring signatures—the witness encryp-
tion can be decrypted. One subtlety is that we must ensure that a malicious source cannot frame
an honest user by putting the wrong identity into the witness encryption. This can be accomplished
using a non-interactive zero-knowledge proof (of knowledge) that the sender knows the secret key
of the identity being put into the witness encryption.

In summary, we have the source encrypt their identity within witness encryption (and prove
correctness of this encryption) and have each forwarder add a unique ring signature to the mes-
sage, t of which will serve as the key to the witness encryption. Anonymity of the source follows
directly from the use of the witness encryption scheme and signature unforgeability—if the adver-
sary can produce a valid witness when less than ¢ users have signed the message, then it can forge
unique ring signatures for honest parties. Privacy of the intermediary forwarders follows from the
anonymity property of the signature scheme. Finally, a malicious source cannot frame an honest
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user when tracing is executed due to the zero-knowledge proof of knowledge.

2.4 Barriers To Succinctness

While the baseline HTS construction discussed in the previous subsection works, it is not succinct—
the size of the signature grows linearly with the length of the forwarding path. With viral messages
in particular, the forwarding path can be quite long. As such, it is desirable to find a HTS con-
struction with the same security and correctness properties but where the signature size grows
sublinearly in the forwarding path length.

While such a HTS would be desirable, we find that they cannot be constructed without relaxing
our requirements in some way. To prove that such a succinct construction cannot exist, we reduce
to a well known lower bound in communication complexity. Namely, we show in Section 5that if
there exists a succinct HTS scheme then it could be used to construct a two party set disjunction
protocol with sublinear communication complexity in the size of the sets. However, Kalyanasun-
daram and Schnitger [KS92] showed an information theoretic lower bound that the communication
complexity of the disjunction functionality is Q2(n), where n is the size of the sets. Interestingly, the
impossibility result only relies on the correctness property of the HTS scheme and not its source
anonymity property i.e., the impossibility does not rely on security against a malicious server. In-
tuitively, this suggests a barrier to succinctly counting number of unique forwarders, even when all
users behave honestly.

2.5 Gapped Hop Tracking Signature Schemes

Having established that the construction of succinct HTS schemes is impossible without relaxing
our requirements, we turn our attention to finding an appropriate relaxation that permits a succinct
construction. We begin by asking if there is a way to realize the template described in Section 2.3
without appending a unique ring signatures for each forward—which was the primary cause of
non-succinctness. Observe that the unique ring signatures are playing multiple roles simultane-
ously: (1) counting the number of forwarders in the path, (2) de-duplicating any repeated users
in the forwarding path, (3) providing unforgeability such that the adversary can not simply gen-
erate a witness to decrypt the witness encryption independently, and (4) providing privacy for
each forwarder. When moving to the succinct regime, we must find a way to replicate all of these
properties—all without allowing the state to grow. Moreover, these requirements seem to have a lot
of internal tension e.g., the need for anonymity makes creating any kind of record difficult, while
de-duplication seems to demand some kind of record.

We take as our starting point the need to do counting in a succinct way. We observe that an HTS
scheme counts the number of unique forwarders in a streaming fashion. Thus, we need a stream-
ing algorithm for counting unique values—a well studied problem [FM85, BYJK'02, FEFGMO7,
KNW10, CVM22]. Streaming algorithms, by definition, use memory that grows at most sublinearly
in the length of the stream processed. However, they suffer from two drawbacks: (1) these algo-
rithms only approximate the number of unique elements, and some error in their count is inherent;
and (2) these algorithms are rarely used in cryptographic settings, and ensuring robustness in our
highly adversarial setting will be non-trivial. We first discuss how we address the first drawback
and then continue to discuss the use of streaming algorithms in an adversarial setting.

Gapped Thresholds. Recall that the security requirements outlined in Section 2.1 required the
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source to be traceable when the forwarding path consisted of more than ¢ unique forwarders and
required the source to remain anonymous otherwise i.e., traceability and source anonymity were
defined using a single threshold ¢. Informed by the hope to use a streaming algorithm in order
to realize a succinct HTS scheme, we consider a natural relaxation of the source anonymity and
traceability requirements that allow circumventing the impossibility result. The core idea is to
introduce a gap in the source anonymity and traceability thresholds such that the HTS scheme does
not need to go from anonymous (i.e. hiding the source) to tracing abruptly exactly when the ¢ user
forwards the message. In more detail, we separate the threshold ¢ into a pair of thresholds that will
parameterize an HTS scheme, an anonymity threshold t,non and a traceability threshold tiyace, Subject
to the constraint that ¢,non = (1 — €)t and tyrace = (1 + €)t where 0 < € < 1/2 is a fixed constant and
t is fixed polynomial in the security parameter. In order to reduce notational complexity, we refer
to the primitive that realizes the relaxed security requirements as Hop Tracking Signatures (as the
non-relaxed version is impossible to construct). A (tanon, ttrace)-secure HTS scheme should satisfy
the following two (informal) properties:

(1) tanon Source Anonymity: When the number of forwarders of a message is less than t,,0n, @
malicious server with access to the message plaintext should be able to learn nothing about the
message’s source.

(2) tirace Traceability: When the number of forwarders of a message is more than tiace, a server
with access to the message plaintext should be able to learn the message’s source.

The forwarder anonymity requirement remains unchanged. Importantly, the relaxed require-
ments do not guarantee source anonymity or traceability when the number of forwarders is greater
than ¢,00n but less than ¢i,ce. Nevertheless, we will always require that an adversary cannot frame
an honest user regardless of the number of forwards.

Observe that an HTS scheme that has a gap in the source anonymity and traceability thresholds
need not compute the exact number of unique forwarders, which in turn implies that the impossi-
bility result discussed previously no longer applies to it. This motivates our approach of realizing
succinct HTS using streaming algorithms as discussed previously, where the inherent error in the
output of streaming algorithm manifests as the gap in the HTS scheme’s thresholds.

2.6 Succinct HTS Using Streaming Algorithms

At a high level, we want to use the same basic strategy as in the baseline, non-succinct construc-
tion, but rather than appending a unique ring signatures each time the message is forwarded, the
forwarder instead pushes its unique ring signature into the streaming algorithm®. The witness
encryption statement will change to reason over the state of the streaming algorithm. While this
template is intuitive, there remain a number of non-trivial problems we must address in order to
make it work.

Background: Streaming Algorithms. Streaming algorithms facilitate computing functions over a
large sequence of data with only limited memory (i.e., much less memory than the length of the
sequence). Because the algorithm could not hold the full sequence at once, the data is provided
to the algorithm as a stream, in that the algorithm only gets access to the data one element at a
time and must discard each element before proceeding to the next. In general the algorithm will

>Looking ahead we will replace the unique ring signature altogether, but this intuition remains informative.
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also only be able to see each element of the stream once. This structure is amenable to use in our
setting: we execute the streaming algorithm in a distributed manner by having each forwarder use
its input to update the streaming algorithm’s state and additionally send the updated state to the
recipient.

However, employing this strategy to design succinct HTS schemes requires using the stream-
ing algorithm in an adversarial setting, where the adversary learns the intermediate state of the
streaming algorithm and influences the input steam by controlling the forwarding path.

Streaming Algorithms in Adversarial Settings. The standard model for analyzing streaming algo-
rithms assumes that the input stream is independent of the algorithm’s internal state—an assump-
tion that clearly does not hold in our setting. Other stronger models have been studied, but appear
to also fall short of meeting our needs. The first of these models, adversarially robust streaming
algorithms [BEY20, BHM ™21, ABED "0, BEJWY22] provides robustness against an adaptive adver-
sary with oracle access to the algorithm’s current estimate. Importantly, however, the adversary is
not given access to the algorithm’s internal state. In our setting, corrupt forwarders learn both the
intermediate state of the algorithm and can adaptively choose the message’s forwarding path to
control the input stream, making them more powerful than the modeled adversary. A second chal-
lenge stems from the fact that streaming algorithms rely on randomness, either during initialization
or while processing inputs. In our setting, this randomness must be supplied by potentially corrupt
parties—including the source and intermediate forwarders—which makes it unclear how to ensure
that the randomness is truly uniform. The limitations of these algorithms in our setting are under-
scored by prior work that show that the estimates provided by streaming algorithms can be arbitrar-
ily inaccurate in the presence of adaptively chosen inputs [HW13, PR21, MFS23], i.e., biasing even
a polynomial number of inputs can cause the estimation of the count to be exponentially biased.
Another, stronger model considers white-box adversarial streaming algorithms [ABJ'22, FJW24],
which provides robustness against adversaries that can choose inputs and read the algorithm’s in-
ternal state. Constructions in this model leverage fresh randomness that is sampled each time an
input is processed; an important limitation on this adversary is that it cannot control or predict this
randomness. Unfortunately, it is unclear how to ensure that corrupt forwarders use good random-
ness for updating the streaming algorithm’s state in our setting®.

Robustly Counting Unique Forwarders. In order to overcome this problem, we carefully compose
cryptographic tools with streaming algorithms by adopting the following approach.

(1) We use a deterministic streaming algorithm, that does not use randomness to initialize its
state or process inputs, but provides accurate estimates only for specific distributions of the
input’—the stream must consist of repetitions and reorderings of uniformly random values.
The advantage of using a deterministic streaming algorithm is that it is secure against an
adversary that adaptively chooses the input stream based on the algorithm’s internal state. In
particular, an adversary that reorders or repeats uniformly random values gains no advantage
from inspecting the state, as it can compute the same state on its own. Moreover, determinism

®One natural approach to adapting white-box adversarial streaming algorithms in our settings would be to leverage
random oracles. Unfortunately, a random oracle does not seem to help since the adversary can query the oracle before
choosing the forwarding path—the input stream is then chosen adaptively based on the random coins that will be used by
the streaming algorithm. Moreover, it is unclear how to ensure that corrupt forwarders indeed use the random oracle’s
output for updating the streaming algorithm’s state.

7A deterministic streaming algorithm cannot provide good estimates of the number of distinct elements for arbitrary
streams [CK16].
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sidesteps the need to verify that parties use uniform randomness when initializing and updating
the streaming state, thereby addressing the second challenge in applying streaming algorithms
to our setting.

(2) We use cryptographic techniques to ensure that the forwarders’ inputs to the streaming algo-
rithm follow the distribution required for obtaining accurate estimates of the number of unique
forwarders. Specifically, since the deterministic streaming algorithm expects the input stream
to consist of repetitions and reorderings of uniformly random values, we define a pseudoran-
dom mapping from forwarder identities to anonymized pseudonyms, which are then input to
the streaming algorithm. Key to ensuring pseudorandomness of this mapping is the fact that
our use of streaming algorithms is in a distributed setting, where inputs to the streaming algo-
rithm are provided by several parties, a subset of which are corrupt. The randomness provided
by honest parties is key to ensuring that the inputs to the streaming algorithm are indeed
(pseudo)random.

(3) An adversary that receives a signature can attempt to bias the input to the streaming algorithm
by selectively forwarding through a subset of corrupt users or by registering new parties. That
is, while the deterministic streaming algorithm is secure against adversaries that adaptively
reorder and repeat uniformly random values, adversaries in our setting can also subsample or
insert new inputs into the stream. To address this, we identify new robustness properties of
the streaming algorithm—insertion robustness and deletion robustness—and show that these
properties suffice to ensure source anonymity and traceability even under such adversarial
behavior.

(4) Finally, we ensure that all users follow the prescribed protocol using zero-knowledge proofs.

In more detail, our starting point is the streaming algorithm for counting distinct elements proposed
by Bar-Yossef et al. [BYJKT02]. The algorithm is initialized by sampling a pair-wise independent
hash function h. Each input z; is hashed and the algorithm maintains a running list of the v smallest
values of h(z;), where v is a tunable parameter. The number of distinct elements hashed can be
estimated by looking at the largest value on the list; as the number of distinct elements processed
increases, the largest value on the list will, in expectation, decrease because h maps the z;’s to
random (pairwise independent) values. The result is an estimate—for which we can get good,
formal bounds—on the number of unique elements in the stream?.

Observe that the only randomness used by the streaming algorithm is for sampling a pairwise
independent hash function i.e., the randomness is used to map the input stream into a stream of
random pairwise independent values. Given this stream of random values, the streaming algorithm
is deterministic since it only needs to update the list of minimum hash values. Thus, we view the
streaming algorithm of [BYJK™02] as a deterministic streaming algorithm for an input stream con-
sisting of repetitions and reorderings of random values. We are left to ensure that the forwarders’
inputs to the streaming algorithm have the required distribution to ensure accurate estimates of
the number of unique forwarders.

Recall that in the template discussed previously, each forwarder used a unique ring signature
as input to the streaming algorithm. Informally, unique ring signatures served as a pseudorandom

8In order to ensure that this estimate will be within a certain range with negligible error, multiple copies of this
algorithm will been run in parallel.
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injective map for each message, from the forwarder’s identity to a publicly verifiable signature,
where the fact that this mapping was chosen pseudorandomly ensured the forwarder’s anonymity.

Now, to ensure that the input stream has the distribution required by the streaming algo-
rithm, we use PRFs to replace unique ring signatures with a pseudorandom injective mapping from
forwarder identities to anonymized pseudonyms. The primary challenge is ensuring that these
pseudonyms are indeed pseudorandom in the presence of an adversary that can corrupt users and
manipulate forwarding paths. We first consider the case of achieving source anonymity and then
consider achieving traceability.

— Source Anonymity: To ensure source anonymity, we rely on the randomness sampled by the
source to define the mapping from forwarder identity to pseudonyms. In more detail, the source
samples a per-message key kmsg which is carried with the message, and each forwarder computes
x = PRF(kmsg, ID||m) and uses = as input to the streaming algorithm, where ID is some per-
user unique identifier. Observe that the choice of ks completely determines the contribution
z; = PRF(kmsg, ID;||m) of a forwarder with identifier ID;. In case of an honest source, kmgg is
uniformly random which in turn implies that each z; is uniformly random® — the adversary has
no influence in the choice of a corrupt forwarder’s pseudonym. Nevertheless, an adversary that
obtains the signature learns knysg and hence the pseudonyms of the ¢,,0n corrupt users. Could it
then forward the signature using a subset of corrupt users to bias the input stream? We show that
the streaming algorithm is robust to such “deletions”. Informally, this is because the streaming
algorithm’s output is inversely proportional to the v-th minimum value in the input stream, and
sub-sampling pseudonyms of corrupt forwarders can only increase the minimum value input to
the streaming algorithm.

— Traceability: Traceability requires that the streaming algorithm provide good estimates when
the source is corrupt. Our previous mapping from forwarder identity to pseudonyms is no longer
random in case of a corrupt source since knsg is chosen by the adversary. To circumvent this
issue, each forwarder computes © = PRP(kmsg, PRF(fk,m)), where kngg is the per-message key
described above, fk is a user-specific key sampled during user registration and PRP is a pseu-
dorandom permutation. Observe that in case of an honest source, the map continues to be
pseudorandom because kg is uniformly random. In case of a corrupt source, the pseudonym of
honest forwarders is pseudorandom since the user-specific key fk of honest users is unknown to
the adversary and PRP is a bijection and hence does not affect the distribution of honest users’
pseudonyms. This ensures that the streaming algorithm provides accurate estimates when the
signature is forwarded by honest users. However, can the adversary prevent traceability by addi-
tionally forwarding the signature through corrupt users with non-pseudorandom pseudonyms?
We show that the streaming algorithm is robust to such “insertion” attacks. This is because its
output is inversely proportional to the v-th minimum value in the input stream and forwarding
through corrupt users can only decrease the minimum value input by honest forwarders.

To summarize, we exploit the randomness of an honest source for source anonymity and of hon-
est forwarders for traceability. Furthermore, we exploit an inherent asymmetry to ensure robustness
of the streaming algorithm to adversarially chosen forwarding paths: an adversary corrupting at
most tanon Users cannot inflate the count, and it cannot deflate the count of a signature that has

°The pseudonyms are in fact pseudorandom, but nevertheless indistinguishable from uniformly random values. This
suffices for our application.
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been forwarded by at least tiace honest forwarders. Forwarder anonymity is guaranteed because
each user’s pseudonyms are anonymized by the user-specific PRF key fk.

We ensure that each user follows the prescribed algorithm using zero-knowledge proofs. Specif-
ically, we use Incrementally Verifiable Computation (IVC) [Val08], which allows for incrementally
computing a proof for a computation, enabling the verification of any intermediate state and the
efficient updating of this proof to prove the correctness of subsequent steps. Importantly, the size
of an IVC is independent of the number of steps in the computation which in turn ensures that
the HTS is succinct. Zero-knowledge of the IVC ensures forwarder anonymity since the witness for
computing each incremental proof contains the forwarder’s key fk.

Summary of the Construction. Equipped with a streaming algorithm to succinctly and robustly
count the number of unique forwarders, IVC to ensure honest behavior and witness encryption to
constrain the server, our HT'S scheme works as follows.

(1) The source Uy, begins by computing a group signature o5 on the message using its signing
key. It then encrypts the group signature using a witness encryption scheme'? (ct) and proves
the correctness of this encryption (7).

(2) The source initializes the streaming algorithm state st;n;; and samples a key kmsg. Finally, Ugc
initializes the IVC as 7}'C.

(3) The source then sends the message (m, ct, 7, Stinit, kmsg, 7o' €) via the end-to-end encrypted mes-
saging platform.

(4) When a user wants to forward the message (m, ct, 7, st;, kmsg, WZIVC), it does the following:

— Compute streaming algorithm input as x = PRP(kmsg, PRF(fk,m)),
— Update the streaming state to be st; by processing the input z,

— Update the IVC to .\ by proving that the streaming algorithm’s state was correctly updated.

(5) When the server gets access to a plaintext message, it can attempt to decrypt the witness
encryption using the streaming algorithm state and the IVC as a witness. If the count is above
tirace, then the decryption will succeed and it will obtain the group signature og. It can then
decrypt o, using the opening key to learn the identity of the source.

Need for Extractability and Puncturability. In our scheme, the IVC proof serves as a witness
for decrypting the witness encryption. However, since an IVC proof only offers computational
soundness, we need extractable witness encryption!! to ensure source anonymity, i.e., security
requires extracting an IVC proof from an adversary that can successfully win the source anonymity
experiment.

Additionally, to prove anonymity, we must extract a witness from the IVC proof.'?> Thus, we
rely on the knowledge soundness of the IVC. However, source anonymity must also rely on the

1°We leave the statement and language for the witness encryption unspecified in this overview, as formally describing
it distracts from the overall intuition we wish to cultivate.

This means that valid IVC proofs exist for false statements, they are simply infeasible to find. Hence, the witness
encryption statement might not be true, and we are unable to rely on the security of standard witness encryption.

127 witness for the IVC will be a signature scheme, and thus we will be able to reduce the hardness of breaking
anonymity to the unforgeability of the underlying signature
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privacy of the honest user’s secret keys which in turn requires simulating the IVC. This raises the
following conundrum: how can we simulate IVC proofs while also using the IVC extractor? In
particular, simulation-extractable IVC are not known because IVC inherently requires non-black-
box extraction.

To address this issue, we follow the approach of prior works [BJPY18, AWZ23] and define a
primitive called Puncturable NIZKs. Here, a trapdoor can be punctured on a predicate to simulate
proofs for statements where the predicate is true, while proofs for statements where the predicate
is false are guaranteed to be sound. Each step of the IVC then verifies a Puncturable NIZK proof. In
the security proof, we can puncture the target statement. This allows the IVC extractor to simulate
all proofs except the target one and, thus, the reduction will be able to extract a valid witness.

2.7 Real World Implications

Finally, we conclude the overview with a discussion on real world implications of our modeling
choices discussed in Section 2.1. The primary focus of this work is to explore the feasibility of using
cryptography to combat misinformation while preserving the security of end-to-end encryption.
Thus, we limit our discussion to how our security model and definitions translate to real-world
scenarios. However, further research is crucial, especially on the social implications of deploying
tracing systems for viral messages, before such systems are deployed in practice.

Requiring a Registration Server. Recall that ensuring a meaningful notion of virality and preserv-
ing anonymity of honest sources requires preventing an adversary from running Sybill attacks. We
thus assume a registration-server that does not collude with the main (E2EE messaging) server i.e.,
an adversary does not learn the key material of both servers. Given this requirement, we design a
system that places minimal requirements on the registration authority. Ideally, the system should
only require a “universal” registration functionality that simply issues certificates to legitimate users
and is not tied to the E2EE messaging system itself. Our construction is motivated by this goal: the
registration-server is only used during user registration and is not required for the regulation op-
erations of the E2EE system. In Section 7, we discuss approaches to limit the consequences of a
compromised registration server.

In general, the problem of identifying “bots” and preventing Sybill attacks is of broad interest
due to its relevance to social networks and other systems. Finding good practical solutions is of
significance beyond our work. Indeed, centralized solutions (e.g., ID.me and other national digital
identity providers) are starting to be deployed, and research to move these credential systems out
of government control and add privacy is already underway.

Refresh Attacks. A consequence of the E2EE messaging functionality allowing all users to send
new messages is that a corrupt user can reset the source of a forwarded message by sending an
identical message anew. While our analysis in Section 4.1 indicates that the resulting traceability
guarantee is meaningful in practice, it nevertheless serves only as an approximation of how mes-
sages are forwarded in the real world. The following discussion in [TMR19] however provides
stronger evidence as to advantages of such tracing guarantees in the real world: “WhatsApp ran an
experiment on the effectiveness of limiting the number of forwards a user could make of a given
message. They found that this was effective despite the fact that the user could circumvent the
limit after they reached it by copying and pasting the message. As a result, this forward limitation
is now deployed globally.”
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3 Preliminaries

Basic Notation. We use [z, y| to denote the set {z,z + 1,...,y} where z,y € Z and = < y. We use
[z] as a shorthand to denote [1, 2]. We use x € X’* to denote a vector of £ elements in X'. For a vector
x = (z1,...,x¢), we use x; = x; to denote the i-th element in x where i € [¢] and |z| = ¢ to denote

its length. For any algorithm A, we use A" (x;r) to denote that the algorithm runs on input x, with
oracle access to F(-) and random tape r. In most cases, the random tape and oracles are omitted if
it is clear from context or not required. We use \ as the computational security parameter, negl(\)
to denote negligible functions, and poly(\) to denote the set of polynomials in A\. We will slightly
abuse notation and often use p to denote both the polynomial as well as its evaluation p(\) at A.
For two probability ensembles {4;}, and {B;},, we use {4;}, £ {B;}, to denote that the ensembles
are identical, {A4;}; & {B;}, to denote that the ensembles are statistically close and {4;};, ~ {B;},
to denote that the ensembles are computationally indistinguishable. We use Pr[E : A] to denote
the probability of an event E in an experiment defined by executing A.

3.1 Basic Cryptographic Primitives

We will use pseudorandom functions (PRFs), pseudorandom permutations (PRPs) and digital sig-
nature schemes that are existentially unforgeable under chosen message attack; all of which are
implied by one-way functions [LR89, HILL99, Rom90].

Definition 1 (Pseudorandom Function). Let ¢ € poly(\) and PRF : {0,1}* x {0, 1}“)‘) — {0, 1}6()‘)
be an efficiently computable keyed function. PRF is a pseudorandom function if for all non-uniform
polynomial time distinguishers D there exists a negligible function negl(-) such that for all A € N

Pry roap

[DPRFI (1) = 1] = Prypune, [D/O (1Y) = 1]| < negl(y)
where Funcy is the set of all functions from ¢()\) length bitstrings to /() length bitstrings.

Definition 2 (Pseudorandom Permutation). Let ¢ € poly(\) and PRP : {0,1}* x {0,1}» —
{0, 1}“’“ be an efficiently computable keyed permutation. PRP is a pseudorandom permutation

if for all non-uniform polynomial time distinguishers D there exists negligible function negl(-) such
that forall A e N

Pr

ke {0,1}) [DPRP(k")(lA) = 1} — Py perm, | D/ (1) = 1} ‘ < negl())

where Permy is the set of all permutations over ¢(\) length bitstrings.

Definition 3 (Digital Signature). Let ¢ € poly(\). A digital signature scheme Sig = (Gen, Sign, Verify)
is a tuple of algorithms with the following syntax.

* Gen(1) — (pk,sk) is a PPT algorithm that outputs a public key pk and a signing key sk.

e Sign(sk,m) — o is a PPT algorithm that takes the signing key sk and a message m € {0,1}*® as
input and outputs a signature o on m.

* Verify(pk,m,o) =: b is a polynomial time algorithm that takes the public key pk, a message
m € {0,1}*™) and a signature o as input and outputs a bit b € {0, 1} denoting if ¢ is valid.
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We require that the signature scheme satisfies the following properties.

* Correctness: For every A € N and every message m € {0, 1}5(’\), we have

_ . (pk,sk) « Gen(1%) |
or [Ve”fY(Pka m,o)=1: 7 Sign(sk,m) | .

* Unforgeability: For all A € N and all non-uniform polynomial time adversaries .4 we have

mgy A . (pk, sk) + Gen(1%)
r[ Verify(pk,m,0) =1 " (m,0o) « ASEK) (12 pk) < negl(A)

where ¥ is the set of messages A queries to its signing oracle Sign(sk, ).

3.2 Non-Interactive Zero Knowledge

A non-interactive zero-knowledge (NIZK) argument system enables a prover to compute a proof
that convinces a verifier about the validity of a given statement without revealing any additional
information about the witness. An argument of knowledge provides a stronger guarantee that the
prover indeed possesses a valid witness, as opposed to ensuring just the validity of the statement.
Currently, we know how to build NIZKs in the common reference string model from a wide variety
of assumptions such as the subgroup decision assumption over pairings [GOS06], Learning With
Errors (LWE) [CCH™19, PS19], a combination of Decisional Diffie-Hellman (DDH) and Learning
Parity with Noise (LPN) [BKM20, BCD"25], or sub-exponential DDH [JJ21]. NIZK arguments of
knowledge can be built generically from NIZKs and public-key encryption schemes with perfect
correctness [DP92].

Definition 4 (Non-interactive Zero-knowledge Argument Of Knowledge). Let £ be an NP language
with relation R. A Non-Interactive Zero Knowledge (NIZK) argument of knowledge for £ is a tuple
of algorithms NIZK = (Setup, Prove, Verify) with the following semantics.

* Setup(1*) — crsis a PPT setup algorithm that outputs a common reference string crs.

* Prove(crs,z,w) — 7 is a PPT algorithm that takes as input a common reference string crs, a
statement x in £ and a witness w and outputs a proof 7.

* Verify(crs, z,m) =: b is a polynomial time algorithm that takes as input a common reference string
crs, a statement x and a proof = and outputs a bit b € {0, 1} indicating if the proof is accepted or
rejected.

We require a NIZK argument of knowledge to satisfy the following properties.

* Completeness: There exists a negligible function negl(-) such that for all A € N and (z,w) € R,

crs < Setup(1*4)

Pr |Verify(crs,z,m) # 1 : x < Prove(crs, z, w)

< negl(\).
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* Knowledge Soundness: There exists an extractor £ = (Setup, Extract) which is a pair of PPT
algorithms with the following properties. Firstly,

{crs L Crs 4— Setup(lA)}A = {crs : (crs, td) < E.Setup(l)‘)})\.

Moreover, for all non-uniform polynomial time adversaries A, there exists a negligible function
negl(-) such that for all A\ € N, we have

Verify(crs,z,m) =1 (crs,td) + &£.Setup(1?)
Pr A : (z,7) + Alcrs) | < negl()).
(x,w) € R w < &.Extract(td, x, 7)

» Zero-Knowledge: There exists a simulator S = (Setup, Prove) which is a pair of PPT algorithms
such that for all non-uniform polynomial time adversaries A there exists a negligible function
negl(-) such that for all A € N we have

Pr [Apro"e(crs"")(crs) = 1:crs  Setup(1?)]

i <
— Pr[A>mProvet)(ers) = 1 : (crs, td) < S.Setup(1*)] | — negl(A)

where SimProve(-, -) is an oracle that when called on input (z,w) returns L if (z,w) ¢ R and
returns S.Prove(crs, td, z) otherwise.

3.3 Group Signatures

Group signature schemes, first introduced by Chaum and van Heyst [Cv91], allow a group of
users, each having its own private signing key, to compute signatures on behalf of the group such
that the signatures can be verified under a common public verification key. The scheme guaran-
tees that a signature does not provide any information about the identity of the user that signed
the message except to an authority that posses an opening key. Our definition is adapted from
[BSZ05], which defines group signatures with a registration server that issues private signing keys
to new group members, and an opener that can trace the source of a signature. Group signatures
can be constructed generically from perfectly correct public-key encryption schemes secure against
chosen-ciphertext attacks, digital signature schemes that are existentially unforgeable under chosen
message attacks, and simulation-sound adaptive NIZK proofs for NP [BSZ05].

Definition 5 (Group Signatures). A group signature scheme GSig = (Setup, KeyGen, Register, Sign,
Verify, Open) has the following syntax.

* Setup(1*) — (gpk, rsk,osk) is a PPT setup algorithm that outputs the group public key gpk, the
registration key rsk, and the opening key osk.

* KeyGen(1*) — (pk,sk) is a PPT key generation algorithm that allows a user that wishes to join
the group to compute its public key pk and private key sk.

* Register(Sreg(rsk), U(pk,sk)) — (pk, usk) is an interactive protocol between the registration server
Sreg and a user U where the registration server has the registration key rsk as input and the user
has its locally computed public and private key (pk,sk) as input. At the end of the protocol,
the registration server obtains the user’s public key pk as output and the user obtains a private
signing key usk as output.
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Sign(usk,m) — o is a PPT signing algorithm that allows a user to compute a signature o on a
message m € {0, 1}* using its private signing key usk.

Verify(gpk, m,o) =: b is a polynomial time algorithm that takes as input the group public key
gpk, a message m € {0,1}* and a signature ¢ and outputs a bit b € {0, 1} indicating if o is valid.

Open(osk, m,o) =: pk is a polynomial time opening algorithm that takes as input the opening
key osk, a message m and a signature o on m and either outputs L or the identity pk of the user
that computed o.

We model the adversary’s capabilities in security definitions using the following oracles. The

oracles are described using the keys (gpk, rsk, osk) generated by the experiment in the setup phase,
and a set of corrupt users Z and honest users H initialized by the experiment.

RegH( ): Allows the adversary to register honest users. When called, it runs (pk, sk) < KeyGen(1%),
(pk, usk) < Register(Sreg(rsk), U(pk,sk)), and returns pk to .A. It adds (pk, sk, usk) to .

Reg( ): Allows the adversary to register corrupt users. When called, it plays the role of the reg-
istration server Syeg(rsk) in an execution of Register and adds the public key pk of the registered
corrupt user to 7.

Cor(pk): Allows the adversary to corrupt an honest user. When called with a user’s public key pk,
it returns (sk, usk) to the adversary and adds pk to Z, if (pk, sk, usk) € H.

HSign(pk,m): Allows the adversary to obtain signatures from honest users. When called with
a user’s public key pk and a message m, it computes o < Sign(usk,m) and returns o to the
adversary, if (pk, sk, usk) € H.

Trace(m, o): Allows the adversary to open signatures. When called with a message m and signa-
ture o, it computes pk := Open(osk, m, o) and sends pk to the adversary.

We require that a group signature scheme satisfy the following properties.

Correctness: For every non-uniform polynomial time adversary .4, there exists a negligible func-
tion negl(-) such that for all A € N we have

Verify(gpk, m, o) =1 (gpk, rsk, osk) < Setup(1*)
Pr A : (pk,m) «+ AReeH(gpk) | =1
Open(osk, m, o) = pk o < Sign(usk,m)

where pk output by A is such that (pk, sk, usk) € H.

Anonymity: For every non-uniform polynomial time adversary .A, there exists a negligible func-
tion negl(-) such that for all A € N we have

(gpk, rsk, osk) « Setup(1*)

(pko, Pk17 m, St) « ARegH,Reg,Cor,HSign,Trace(gpk, rsk)

Pr| ogXAb=V : b+ {0,1} §§—|-neg|()\)
o « Sign(usky, m)
b ARegH,Reg,Cor,HSign,Trace(St’O.)

[

where ¥ is the set of signatures queried to Trace, and (pk, pk;) output by A are such that both
(pko, sko, usko) and (pky, sk, usky) are in H.
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Traceability: For every non-uniform polynomial time adversary A there exists a negligible func-
tion negl(-) such that for all A € N we have

(gpk, rsk, osk) «+ Setup(1*)
(m’ O‘) — ARegH,Reg,Cor,HSign (gpk, OSk) < negl()\)
pk < Open(osk, m, o)

Verify(gpk,m,0) =1 A

Prl (pkom) & T A pkgT

where 7 is the set of inputs queried to HSign.

Unframeability: For every non-uniform polynomial time adversary A there exists a negligible
function negl(-) such that for all A € N we have

(gpk, rsk, osk) < Setup(1*)
(m,o) « ARegH’HS'g”(gpk, rsk,osk) | < negl(\)
pk < Open(osk, m, o)

Verify(gpk, m,o) =1 A

Prl (pkom) € 7 A pkeH

where 7 is the set of inputs queried to HSign.

3.4 Policy-Based Signatures

Policy-based signature (PBS) schemes [BF14] allow computing signatures only on those messages
that conform to an authority specified policy. Informally, PBS schemes guarantee that signatures
are unforgeable and preserve the privacy of the policy. However, we will only require that signatures
are unforgeable. In fact, compared to the definition of [BF14], we require weaker properties from
PBS schemes where the policy language is always in P and unforgeability is only required against
an adversary that obtains a single signing key. PBS schemes can be built generically from public-key
encryption schemes secure against chosen plaintext attacks, digital signatures and NIZKs.

Definition 6 (Policy-Based Signatures). Let ¢ € poly(\). A policy-based signature scheme PBS =
(Setup, KeyGen, Sign, Verify) is a tuple of algorithms with the following syntax.

Setup(1*) — (mpk, msk) is a PPT algorithm that outputs a master public key mpk and master
secret key msk.

KeyGen(msk, ) — sk, is a PPT algorithm that takes as input the master secret key msk and an
efficiently computable predicate v, and outputs a signing key sk,,.

Sign(sk,,m) — o is a PPT algorithm that takes as input a signing key sk, and a message m €
{0,1}¥™ and outputs a signature o.

Verify(mpk, m, o) =: b is a polynomial time algorithm that takes as input the master public mpk,
amessage m € {0,1}* and a signature o and outputs a bit b € {0,1} denoting if ¢ is valid.

We require a PBS scheme to satisfy the following properties.

Correctness: For all non-uniform polynomial time adversaries .4, there exists a negligible func-
tion negl(-) such that for all A € N, we have

(mpk, msk) < Setup(1*
(v, m,st) < A(mpk

sk, < KeyGen(msk, v
o < Sign(sk,, m

v(m) =1
Pr A

)
)| < negl())
Verify(mpk, m, o) # 1 ;
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where m € {0,1}*? and v is efficiently computable.

* Unforgeability: For all non-uniform polynomial time adversaries A there exists a negligible
function negl(-) such that for all A € N we have

(mpk, msk) < Setup(1*

_ )
v(m) =0 (v, st) < A(mpk)
)
)

Pr A
Verify(mpk, m, o) =1

<
sk, < KeyGen(msk,v) | — negl(})

(o,m) < A(st, sk,

where v is an efficiently computable predicate.

3.5 Extractable Witness Encryption

A witness encryption (WE) scheme [GGSW13] allows encrypting a message with respect to a state-
ment such that decryption is only possible if one has the corresponding witness. In this work we
use the stronger notion of extractable witness encryption [GKP*13, GGHW14].

While WE is known from well-founded assumptions [JLS21] or from variants of IWE [Tsa22,
VWW22], extractable WE is not known from standard assumptions. However, known candidates
for WE could be assumed to also be extractable. While there are conditional negative results
for extractable WE [GGHW14], they are with respect to specific auxiliary input distributions and
assuming strong forms of obfuscation. Recent work has shown that blockchains could help realize
a primitive that is equivalent to extractable witness encryption [GKM™22].

Definition 7 (Extractable Witness Encryption). Let £ be an NP language with relation R and let
¢ € poly(\). A witness encryption scheme WE = (Enc, Dec) for L is a tuple of algorithms with the
following syntax.

* Enc(1*,z,m) — ct is a PPT algorithm that takes as input a statement € £ and a message
m € {0,1}*™ and outputs a ciphertext ct.

* Dec(w,ct) — mis a PPT algorithm that takes as input a witness w and a ciphertext ct and either
outputs | or a message m € {0,1}").

We require that an Extractable WE scheme satisfy the following properties.

* Correctness: For every A € N, (z,w) € R and m € {0,1}*», we have

Pr|Dec(w,ct) = m : ct + Enc(l)‘,x,m)] =1.

* Extractability: For all PPT adversaries A and polynomials p,, there exists a PPT extractor £ 4
and a polynomial p, such that for all sufficiently large A € N, z € £, mg,m; € {0,1}*V), and
polynomial length auxiliary input z € {0,1}* we have

Pr[A(x,ct,z):b: b(—{O,l}}Z; !
1

_l’_

ct + Enc(1*, z,my) pa(N)

= Pr[(z,w) € R:EA(x,2) = w] >

Pe(N)
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3.6 Incrementally Verifiable Computation

Incrementally verifiable computation (IVC), first introduced by Valiant [Val08], allows incremen-
tally computing a proof for a computation so that any intermediate state can be verified and more-
over, a proof for an intermediate state can be efficiently updated to compute a proof for subsequent
steps of the computation. However, IVC as defined by Valiant, supports only deterministic compu-
tation. Specifically, a prover convinces a verifier that a Turing machine, the description of which is
known to both, reaches a particular state after a specific number of steps of its execution. Chiesa
and Tromer [CT10] generalized the notion of IVC to Proof Carrying Data (PCD) which supports
proving that an output was obtained through a computation that is compliant. Specifically, given
inputs, outputs, proofs of correct computation for each input and a compliance predicate for the
computation mapping the inputs to the output, a PCD scheme allows computing a proof of cor-
rectness for the output. Our definition of IVC is adapted from the definition of PCD by Biinz et
al. [BCMS20] and is a special case of a PCD where each step of the computation takes only one
new input i.e., in the language used by Biinz et al., the transcript is a simple directed path. Alter-
natively, it is a generalization of Valiant’s definition of IVC where each step of the Turing machine
may take a private input.

Currently, we know instantiations of IVC for non-deterministic computations from knowledge
assumptions (e.g., [BCCT13, BCMS20]) or from random oracles [Val08]. [HAN23] discuss the
impossibility of constructing IVC with zero-knowledge assuming the existence of collision resistant
hash functions or perfectly binding rerandomizable commitments. However, we remark that in this
work we only make use of knowledge sound IVC schemes with non-black box extraction and do
not do not require the IVC scheme to be zero-knowledge. Such IVC schemes are not ruled out by
[HAN23].

We first recall the definition of compliance predicates and the relation defined by them on
computations and then continue to define IVC.

Definition 8 (Relations From Compliance Predicates). Let m,n € poly(\). Let ¢ : {0,1}"™) x
{0,1}" x {0,1}™M — {0,1} be an efficiently computable compliance predicate. Let T =
(sto, (sti,w1), ..., (ste, wy)) be a computation trace where sty denotes the initial state and each
intermediate state st; is obtained as the output of computing on the previous state st;_; and an
input w;. sty denotes the output of the computation. 7 is said to be ¢-compliant if ¢(stp, L, 1) =1
and for each i € [¢], ¢(stj_1,st;, w;) = 1.

The language £, and the corresponding witness relation R are defined as

Ry = {(st,T) | st is output of ' A T' is ¢-compliant}
Ly = {st | 3T such that (st,T) € Ry}.

Definition 9 (Incrementally Verifiable Computation). Let ® be a set of compliance predicates. An
IVC scheme IVC = (Setup, Prove, Verify) for ® is a tuple of algorithms with the following semantics.

e Setup(1*) — crsis a PPT algorithm that outputs the common reference string crs.

* Prove(crs, ¢, st,m, w,st’) — 7’ is a PPT algorithm that takes the common reference string crs, a
predicate ¢ € ®, a state st, a proof of the correctness 7 for st, a witness w and the next state st’
and outputs a proof of correctness 7’ for st’.
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* Verify(crs, ¢,st,m) =: b is a polynomial time algorithm that takes the common reference string
crs, a predicate ¢ € ®, a state st and a proof m and outputs a bit b € {0, 1} denoting if the proof
is accepted or rejected.

We require an IVC scheme to satisfy the following properties.

* Completeness: For all non-uniform polynomial time adversaries A there exists a negligible
function negl(-) such that for all A\ € N we have

DN P(st,st,w) =1A
P (st = L V Verify(crs, ¢, st,m) = 1)
N8
Verify(¢,st’, ') =1

crs + Setup(17)
(¢, st,m,w,st") < A(1* crs) | > 1 — negl(N).
7’ < Prove(crs, ¢, st, m, w, st’)

* Soundness: For all PPT adversaries A there exists a PPT extractor £4 and a negligible function
negl(-) such that for all A € N and polynomial length auxiliary input z € {0, 1}*, we have

¢ € @ Ast=out(T)

A crs + Setup(17)
Pr| Verify(crs, ¢,st,m) =1 : (¢,st,m) < Alcrs, z) | < negl()\)
A T < Ealcrs, z)

T is not ¢-compliant
where out(7") denotes the output of the computation corresponding to 7'.

* Efficiency: For all ¢ € ®, common reference strings crs, and (st,T") € R, the size of the proof
7, computed by repeatedly running Prove, is at most || € poly(\ |¢| log |T|).

4 Hop Tracking Signatures

An HTS scheme allows a user to sign a message m, producing a signature o that preserves the
anonymity of the signer. The signature can then be forwarded, while keeping track of the number
of unique users who have forwarded it, so that the source can be deanonymized once this count
exceeds a specified threshold. As discussed in Section 2.2, HTS schemes can be naturally composed
with E2EE messaging systems to allow tracing the source of viral messages, where virality here
means that the message’s forwarding graph satisfies the unique-forwarders-on-a-path predicate.
The syntax and properties of HTS schemes are described in Definition 10. Informally, the setup
procedure outputs a master public key mpk available to all users, the registration server’s secret key
rsk, and the E2EE server’s master secret key msk. New users run a registration protocol with the
registration server to obtain their keypair, while the server records the user’s public key. Registered
users can then use their secret keys to sign messages and forward signatures via the Sign and
Forward algorithms, respectively. Once a signature has been forwarded by t:.ace distinct users, the
E2EE server, using its secret key msk, can deanonymize the source by running the Open algorithm.
Crucially, deanonymizing the source requires the master secret key msk, which is constrained:
it cannot be used to reveal the source identity if the signature has been forwarded by fewer than
tanon distinct users, and it always reveals the source identity once the signature has been forwarded
by at least trace distinct users. This property, along with other guarantees—such as the signature
preserving the anonymity of intermediate forwarders—is captured by the following properties.
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Correctness: Correctness defines the behavior of the scheme when all users and servers are honest.
It requires that a signature that has been honestly signed and forwarded satisfies the following
properties: (1) it verifies successfully, (2) it does not reveal the identity of the source when
input to the Open algorithm if the number of distinct forwarders is less than tanon, (3) it
always opens to the source identity if the number of distinct forwarders is at least tirace, and
(4) if it opens at any point when the number of distinct forwarders lies between t,,0, and
tirace, it Opens only to the identity of the source. To ensure that this property holds regardless
of the order of registration and forwards, we formalize it through an experiment in which an
adversary schedules user registrations and the sequence of forwards.

Source Anonymity: Source anonymity guarantees that a signature ensures anonymity of the signer
against an adversary that either corrupts the E2EE server or the registration server. Source
anonymity against a corrupt registration server is formally captured by the experiment de-
scribed in Figure 3. In this experiment, the adversary is given the registration server’s secret
key and outputs a challenge message m along the identities of two honest users, upk, and
upk;. It must then determine whether a challenge signature ¢ on m was generated by upk,
or upk,. The only restriction!® is that the adversary cannot query the Trace oracle on sig-
natures of the challenge message m. Otherwise, the adversary could trivially break source
anonymity by forwarding o sufficiently many times and then invoking Trace to recover the
source identity.

Source anonymity against a corrupt E2EE server is formally captured by the experiment de-
scribed in Figure 2. It proceeds similarly to the source anonymity experiment for the reg-
istration server, except that the adversary is given the master secret key msk instead of the
registration server’s secret key. Importantly, the adversary is allowed to corrupt fewer than
tanon parties and is restricted from using honest parties to forward signatures on the chal-
lenge message m. This prevents the adversary from trivially breaking source anonymity by
forwarding the signature sufficiently many times. Note that the definition captures the sce-
nario where an adversary that corrupts ¢ < tanon — 1 users receives a signature forwarded by
tanon — t — 1 honest users; in the experiment, the adversary honestly forwards the signature
using tanon — t — 1 of the users it corrupts. However, the definition only guarantees selective
security with respect to the choice of message and the corruptions. Ideally, we would like to
allow the adversary to select the challenge message m and adaptively corrupt honest users
through the Cor oracle, as in Figure 3. Looking ahead, selective security is an artifact of
our proof strategy and it is unclear whether the proof of security for our construction can be
extended to establish the stronger adaptive security guarantee. Accordingly, we adopt the se-
lective security definition when formalizing HTS schemes and elaborate further on this point
in Section 6.

Forwarder Anonymity: Forwarder anonymity requires that signatures hide the identity of inter-
mediate forwarders. However, defining this property against an adversary capable of creating
arbitrary forwarding paths requires some care. Specifically, if a user forwards a signature
and later forwards it again, the number of distinct forwarders does not increase, allowing the
adversary to “link” signatures forwarded by the same user. To address this, we adopt a defi-
nition similar to that used for linkable ring signatures [BDH"19]. Specifically, the adversary

13The adversary is not given access to the Reg oracle, but it is unnecessary since it can locally generate keypairs for
corrupt users using the registration server’s secret key.
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ExpSrcAnongiys 4 (1%, m):
1: Initialize Z = () and H := @. Compute
(mpk, msk, rsk) < Setup(1*).
2: Let
(upkg, upky, st)
« ARegH,Reg,HSign,HFwd(mpk7 msk)

If there do not exist uskg and usk; such that
(upkg, uskg) and (upky,usk;) are in A then
output 0.

3: Sample b < {0,1} uniformly at random and
compute o < Sign(usky, m).

4- Let b «— ARegH,Reg,HSign,HFwd(st’ O').

5: Output 1 if

‘I‘ < lanon A M gMHFWd N b= bla

where Myg,q is the set of messages queried
to HFwd. Else, output 0.

ExpSrcAnonii$s 4 (1%):

1: Initialize Z = () and H := (. Compute
(mpk, msk, rsk) < Setup(1*).
2: Let
(m, upkg, upky, st)
« .ARegH,Cor,HSign,HFwd,Trace(mpk7 rsk).

If there do not exist uskg and usk; such that
(upkg, uskg) and (upky,usk;) are in A then
output 0.

3: Sample b < {0,1} uniformly at random and
compute o < Sign(usky, m).

4- Let b «— ARegH,Cor,HSign,HFwd,Trace(st’0.).

5: Output 1 if
m g MTace N b= b/7

where M, is the set of messages queried
to Trace. Else, output 0.

Figure 2: HTS source anonymity experiment for Figure 3: HTS source anonymity experiment for
opener. Key differences from Figure 3 are high- registration server. Key differences from Fig-
lighted in red. ure 2 are highlighted in red.

outputs a challenge message m and the identities of two honest users, upk, and upk;. It must
then determine whether requesting a forward by upk, for a signature on m results in upk,
forwarding the signature or in upk; forwarding the signature, and similarly for upk;. The
only restriction is that the adversary must output the challenge message and the identities of
upky and upk; before issuing any forwarding queries on m involving these users via the HFwd
oracle. This prevents the adversary from trivially breaking forwarder anonymity by linking
multiple forwards made by the same user.

Traceability and Unframeability: Traceability requires that any valid signature generated by an
adversary that corrupts the E2EE server must open to the identity of a corrupt user—specifically,
one it obtains through the Reg or Cor oracles—after it has been forwarded by at least ¢t ace
distinct honest users. Unframeability is similar, except that the adversary additionally cor-
rupts the registration server. In this case, we require that the signature does not open to the
identity of an honest user i.e., while the adversary may locally generate keypairs and pro-
duce signatures that open to unregistered users, it must be unable to frame any honest user.
Note that the definition requires consecutively forwarding by t...ce honest users to prevent the
adversary from mounting refresh attacks, as discussed in Section 2.1.1.

Definition 10 (Hop Tracking Signature). Let tanon,ttrace € POIY(A). A (fanon, ttrace)-S€Cure Hop

Tracking Signature scheme HTS = (Setup, Register, Sign, Forward, Verify, Open) is a tuple with the
following semantics.
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ExpTraceyrs 4(1%):

1: Initialize Z = 0 and H = 0.
(mpk, msk, rsk) < Setup(1*).
2: Let

Compute

(m, g, stop, st) « AR (mpk, msk),

where O denotes the oracles (RegH, Cor,
HSign, HFwd). If o¢ does not verify success-
fully, output 0.

3: Initialize 7 := 0. While stop = 0, run

(upki+17 StOp, St) A AO,Reg (Sta Ui)
Oi+1 < Forward(uskiH, m, O'i)
1=1+1
where (upk,,,usk;;1) € H for each i. If for
any i there does not exist (upk,;,usk;y1) in

‘H, then output 0. Let the counter ¢ be equal
to £ when stop = 1.

4: Output 1 if

m & Mhusign A M & Murwd A
L > tiace N Open(msk, m,op) € T

where Mysign and Myruq are the set of mes-
sages queried to HSign and HFwd respectively,

and L = ‘{upki}f:1’ is the number of distinct

public keys in (upky, ..., upk,).

ExpFrameyrs 4(1%):

1: Initialize Z = 0 and H = 0.

= Compute
(mpk, msk, rsk) < Setup(1*).

2. Let

(m, g, stop, st) « A° (mpk, msk, rsk),

where O denotes the oracles (RegH,
Cor,HSign,HFwd). If oy does not verify
successfully, output 0.

3: Initialize 7 := 0. While stop = 0, run

(upki+17 StOp, St) — AO (St7 Ui)
Oit+1 < Forward(uski+1, m, O',‘)
1 =1+1

where (upk,,,,usk;.1) € H for each i. If for
any 7 there does not exist (upk;, ;,usk;y1) in
‘H, then output 0. Let the counter ¢ be equal
to £ when stop = 1.

4: Output 1 if

m € MHSign A m € MHFwd A
L > tyace A Open(msk,m, o) € H

where Mysign and Myryq are the set of mes-
sages queried to HSign and HFwd respectively,

and L = ‘{upki}le’ is the number of distinct

public keys in (upky, ..., upk,).

Figure 4: HTS traceability experiment. Differ- Figure 5: HTS unframeability experiment. Dif-
ences from Figure 5 are highlighted in red. ferences from Figure 4 are highlighted in red.

* Setup(1*) — (mpk, msk, rsk) is a PPT setup algorithm, run by a trusted party, that outputs the
master public key mpk, the master secret key msk and the registration key rsk.

* Register(Syeg(rsk), U(mpk)) — (upk, (upk, usk)) is a registration protocol between the registration
server Syeg With input rsk and a user U with input mpk. At the end of the protocol, the server and
the user obtain the user’s public key upk and the user additionally obtains its secret key usk.

* Sign(usk,m) — o is a PPT signing algorithm run by registered users that takes a user’s secret
key usk and a message m € {0, 1}* as input and outputs a signature o.

* Forward(usk, m,c) — ¢’ is a PPT algorithm that takes a user’s secret key usk, a message m and a
signature o on m and outputs a new signature ¢’ on m.

* Verify(mpk,m,o) =: b is a polynomial time algorithm that takes the master public key mpk, a
message m and a signature o as input and outputs a bit b € {0, 1} denoting if ¢ is valid.
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Open(msk, m, o) =: upk is a polynomial time algorithm that takes the master secret key msk, a
message m and a signature o on m as input and either outputs L or a public key upk.

We model the adversary’s capabilities in security definitions using the following oracles. The

oracles are described using the keys (mpk, msk, rsk) generated by the experiment in the setup phase,
and a set of corrupt users Z and honest users H initialized by the experiment.

RegH( ): Allows the adversary to register honest users. When called, it locally runs the registra-
tion protocol Register(Syeg(rsk), U(mpk)) to compute (upk, usk) which it then adds to H. It returns
upk to the adversary.

Reg(): Allows the adversary to register corrupt users. When called, it acts as the registration
server Syeg(rsk) in an execution of Register and adds the public key upk of the registered corrupt
user to 7.

Cor(upk): Allows the adversary to corrupt honest users. When called with a user’s public key
upk, if (upk, usk) € H it returns usk to the adversary and adds upk to Z.

HSign(upk, m): Allows the adversary to obtain signatures by honest users on messages of its
choice. When called with a user’s public key upk and a message m, if (upk, usk) € H, it computes
o < Sign(usk, m) and returns o to the adversary.

HFwd(upk,m,o): Allows the adversary to compute forwards on behalf of honest users. When
called with a user’s public key upk, a message m and a signature o, if (upk, usk) € H, it computes
Forward(usk, m, o) to obtain ¢’ and returns ¢’ to the adversary.

Trace(m, o): Allows the adversary to trace the source of signatures. When called with a message
m and signature o, it runs upk := Open(msk, m, o) and returns upk to the adversary.

We require that a (fanon, ttrace)-Secure HTS scheme HTS satisfy the following properties.

Correctness: HTS is (fanon, ttrace )-correct if for every non-uniform polynomial time adversary A,
there exists a negligible function negl(-) such that for all A € N

(mpk, msk, rsk) < Setup(1*)

(m, upkg, . . ., upk,) + ARH (mpk)
oo « Sign(uskg, m) < negl(\)

o; + Forward(usk;, m,0;_1), Vi € [{]

upk’ := Open(msk, m, o)

Verify(mpk, m,oyp) # 1
Py vV upk’ & {L, upko}
vV (L < tanon A upk’ # L)
Vv (L > tiace N upk’ # upko)

where L = ‘{upki}le’ is the number of distinct public keys in (upky, ..., upk,), and (upk;, usk;)
is in H for each i € [0, £].
Source Anonymity: HTS is ¢,n0n-source anonymous against the opener if for every non-uniform

polynomial time adversary .A, there exists a negligible function negl(-) such that for all A € N,
Imsg € poly()\) and messages m € {0, 1}ms,

Pr [ExpSrcAnon%pTe;A(lA,m) =1| < - +negl(N)

N
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where ExpSrcAnon;Yd , is defined in Figure 2.

HTS is source anonymous against the registration server if for every non-uniform polynomial
time adversary .4, there exists a negligible function negl(-) such that for all A € N,

1
Pr [ExpSrcAnon,r_T-grsjA(l)‘) =1| < 5t negl(\)
where ExpSrcAnon. , is defined in Figure 3.

* Forwarder Anonymity: HTS is forwarder anonymous if for every non-uniform polynomial time
adversary .4, there exists a negligible function negl(-) such that for all A € N we have

upkg, upk; € Z A (mpk, msk, rsk) < Setup(1*)
(upkg,m) € T A (m, upkg, upky, st) < A*HPWd (mpk, msk, rsk) 1
: < =
Pri ok, m) ¢ 7 A be {01} | = 2 T neely
b= b/ b/ — A*,HFde (St)

where the secret keys corresponding to upk, and upk; are in H, J is the set of message and
user identity pairs queried to HFwd, HFwd, is identical to HFwd, and HFwd; is identical to
HFwd except that HFwd; (upk,, m, o) returns Forward(usk;, m, o) and HFwd; (upk;, m, o) returns
Forward(usko, m, o) for any signature o. A* is used to denote that .A has oracle access to RegH,
Cor, and HSign.

* Traceability: HTS is tiace-traceable if for every non-uniform polynomial time adversary A, there
exists a negligible function negl(-) such that for all A € N we have

Pr [ExpTraceHTS’A(l’\) = 1] < negl(A)
where ExpTraceyrs 4 is defined in Figure 4.

* Unframeability: HTS is tiace-unframeable if for every non-uniform polynomial time adversary
A, there exists a negligible function negl(-) such that for all A\ € N we have

Pr{EprrameHTs,A(l)‘) = 1} < negl(\)

where ExpFrameyrs 4 is defined in Figure 5.

When the tracing and anonymity thresholds are equal, we simply say that the HTS scheme is
t-secure.

Succinct HTS schemes. We say an HTS scheme is succinct if the size of signatures is sublinear in
the number of forwards. Non-succinct HTS schemes, where the size of the signature grows linearly
with the number of forwards, are infeasible for applications like source tracing of viral messages
where the number of forwards are expected to be relatively large.

Definition 11 (Succinct Hop Tracking Signature Scheme). An HTS scheme HTS is said to be suc-
cinct if there exists a sublinear function g(z) € o(x) and a polynomial p(x) € poly(z) such that for
all fmsg € poly()), all A, ¢ € N, all messages m € {0, 1}, all registration keys rsk in the support of
Setup(1*) and user secret keys (usko, . . ., usk,) in the support of Register, we have,

loe| = g(€)p(N)

with probability 1 where oy < Sign(usko, m), o; <— Forward(upk;, m,o;_1) for each i € [¢], and the
probability is over the randomness used for signing and forwarding the signature.
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4.1 Discussion on the Unique Forwarders on a Path Predicate

In this work, we consider primitives that allow source tracing for messages where the corresponding
forwarding graph satisfies the unique-forwarders-on-a-path predicate i.e., the number of forwarders
between the source and the final recipient is at least a threshold ¢t. However, as discussed in
Section 2.1.1, corrupt parties can always prevent traceability by acting as a new source and sending
the message anew or resorting to “out-of-band” communication with other corrupt parties. As a
result, traceability is only possible if ¢ honest users forward a message sequentially. In this section,
we explore whether such a traceability guarantee is meaningful in practice.

In practice, the adversary corrupts a set of parties in the system. Then a certain message is
signed and forwarded throughout users. We model this as a random graph where the vertices
correspond to the users and the edges correspond to the message path in the system. In a random
graph G p, given N vertices, the edges are sampled according to some probability, say p = ¢o/N
where ¢y = O(1) is a constant. This provides a simple yet easy-to-analyze model of how a message
propagates through the system: we can think of ¢ as the size of a user’s contact list, with the user
forwarding the message to all of its contacts. It is well-known that a random graph Gy, has a path
of length ¢; N except with negligible probability in N, where ¢; < 1 is a constant depending on ¢
[FK15].

Additionally, we show that a uniformly chosen subgraph H with (1 — €)N vertices still has a
path of length ¢y NV except with negligible probability in IV, where ¢ < 1 is a constant. We can think
of the subgraph H as the set of honest users in the system. This means that, even if the adversary
corrupts a uniformly random set of users of size e N, there is a sufficiently long path containing only
honest users, except with negligible probability, and thus we can trace the source identity. In other
words, we can guarantee that even if the adversary corrupts a fraction of the entire system, we can
still deanonymize the source of a viral message.

Paths In Random Graphs. A random graph Gy, is a graph with N vertices and where each edge
is sampled independently with probability p. It is well-known that random sparse graphs have long
paths. Let G be a graph and let H be a subgraph, we denote by G\ H the subgraph of G where the
vertices of H are removed.

Lemma 1 ([FK15]). Let p = ¢/N where c = O(log N ). Then Gy, has a path of length at least
(1 _ 6blog c) N
C

Let G be a random graph a let H be a random subgraph. We show that the graph G \ H still
has a long path.

except with negligible probability in N.

Lemma 2. Let p = ¢/N where ¢ = O(1) is a constant and G = G, be a random graph. Let H be a
uniformly chosen random subgraph of size k = ¢ - N where ¢ < 1. Then the graph G \ H has a path
of length d - N where d is a constant, except with negligible probability in N.

Proof. Let F = G\ H. F has (1 — ¢)N vertices and it is a random graph with p = ¢/N. Set
= (1—¢)-c Then, F = Fy_.n, where p = ¢//((1 — )N). To see this note that

c c

PN aaw
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We can resort to Lemma 1 to argue that F' has a path of length

/
<1—610gc>-(1—5)Ned-N

C/

except with negligible probability in IV, for some constant d. [

Example. As a concrete example, set N = 2B (two billion, which is roughly the number of
Whatsapp users) and let H be the nodes that an adversary corrupts. Let eN be the size of H.
Lemma 2 states that, in this case, G \ H will have a path of length d- N for some constant d, except
with negligible probability. If we set the tracing threshold to 1M (one million forwards), then the
size of H can be roughly ~ 0.4 - N and G \ H will have a path of size 1M except with negligible
probability. This means that, even a very powerful adversary corrupting ~ 0.4 - N = 0.8 can be
traced except with negligible probability.

5 Impossibility Of t-secure Succinct HTS

In this section we show that ¢-secure succinct HTS schemes cannot exist using a well known lower
bound in communication complexity. We first recall relevant details in communication complex-
ity; specifically the e-error probabilistic communication complexity C¢(f) of a boolean function f,
introduced by Yao [Yao79]. Consider two computationally unbounded parties, each holding an n
bit input z and y such that neither party knows the other’s input. The parties wish to compute the
output of a function f : {0,1}*" — {0, 1} using a pre-determined protocol. To compute the output,
they are allowed to make random decisions as well as send messages to each other. At the end of
the protocol, the parties must output f(z,y) with probability at least 1 — ¢ for any z,y € {0,1}".
C4(f) is defined as the expected number of bits communicated between the two parties when
computing f on the worst case input under the protocol A and C(f) is defined as the infimum of
the set of all C4(f) where the output of protocol A is correct with probability at least 1 — ¢. In
other words, C.(f) is the expected communication on the worst case input for any protocol that
computes f with at most € error.

Let DIS,, : {0,1}" x {0,1}" — {0, 1} denote the disjointness function such that DIS,,(x,y) = 1 iff
for all i € [n], either x; # 1 or y; # 1. Alternatively, let X,Y C [n] denote the set of indices where =
and y contain 1, respectively. Then, DIS, (z,y) = 1 iff | X N'Y| = 0. Our main result for this section
follows from a lower bound established by Kalyanasundaram and Schnitger [KS92] who showed
that for any fixed ¢ < 1/2, C(DIS,) € Q(n).

Informally, we show that any (¢, ¢)-secure HTS signature that has been forwarded ¢ = O(t) times
has expected size linear in ¢. In other words, the signature size grows linearly with the number of
forwards and is therefore not succinct. Our result holds for non-constant thresholds t—so the only
parameter regime where we can hope to have a succinct ¢-secure HTS scheme is for a constant ¢,
where succinctness follows trivially from the fact that the signature needs to keep track of only a
constant number of forwarders. However, such a scheme does not provide any meaningful notion
of privacy since the source can be de-anonymized after a constant number of forwards. Looking
ahead, we show in Section 6 that having a gap in the anonymity and traceability thresholds suffices
to circumvent the impossibility result and realize a succinct HTS scheme where the signature size
is polylogarithmic in the number of forwards.
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Theorem 3. Let ¢t € poly(\) be a non-constant polynomial. Then, any (t,t)-secure HTS scheme cannot
be succinct (Definition 11).

Proof. We will first use a (¢, t)-correct HTS scheme and a PRG to construct a protocol for computing
the disjointness function, where the communication complexity of the protocol depends on the size
of the signature. We will then leverage known lower bounds on the communication complexity
of any protocol that computes the disjointness function, to derive a lower bound on the size of
the signature. This lower bound on the signature size is conditioned on the existence of one-way
functions and relies solely on the correctness property of the HTS scheme. We conclude the proof
by showing that the source anonymity property implies the existence of one-way functions, which
in turn unconditionally establishes the impossibility of succinct (¢, t)-secure HTS schemes.

Claim. Assuming one-way functions exist, any (t,t)-correct HTS scheme cannot be succinct.

Proof. Assume for the sake of contradiction that there exists a (¢, ¢)-correct succinct HTS scheme
HTS for some non-constant polynomial ¢t. Let A denote the security parameter of HTS and let
n = t(\) — 1. Let G be a PRG and let \; = /() be the security parameter of the PRG. Consider
two parties, Alice and Bob, with inputs z,y € {0,1}" that run the following protocol to compute
DIS,(z,y).

1. Alice samples s < {0, 1}* uniformly at random.

2. Alice uses G(s) as the random tape to compute (mpk, msk, rsk) <~ HTS.Setup(1*) and user keys
{(upk;, usk;)}2", using HTS.Register.

3. Alice computes o < HTS.Sign(uskg, 0).
4. For each i € [n], Alice does one of the following.

* If x; = 1 then it computes o; <— HTS.Forward(usk;,0,0;_1).

* If x; = 0 then it computes o; < HTS.Forward(usk;,+;,0,0;_1).

5. Alice sends (s, 0,,) to Bob.

2n
i=1*

6. Bob uses G(s) to compute the setup (mpk, msk, rsk) and the user keys {(upk;, usk;)}
7. Bob initializes z := 1 and does the following for every i € [n] with y; = 1.

* It computes o,,4; < HTS.Forward(usk, 0, 0,,).
e If HTS.Open(msk, 0, 0,,4;) = L then it sets z := 0.

8. Bob sends z to Alice and both parties output z.

Correctness of the protocol follows from the security of PRG and the (¢, ¢)-correctness of HTS.
In more detail, since ¢ is a non-constant polynomial in A and \; = /t(}), it follows from the
security of the PRG that the correctness of HTS holds with overwhelming probability when G(s)
is used as the random tape for computing the setup and the user secret keys. Alice computes o,
by forwarding o through n distinct forwarders, with public keys (upk}, ..., upk] ) where for each
i € [n], upk = upk; if z; = 1 and upk] = upk,,; otherwise. Bob checks if z; = y; = 1 (in which case
the inputs are not disjoint) by attempting to trace the signature o,,; obtained by forwarding o,
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through the user with public key upk;. Observe that if z; = 1 then upk] = upk,; which implies that
on+; has been forwarded through n = ¢(\) — 1 distinct users and so HTS.Open(msk, 0,0,,4;) = L
with overwhelming probability due to the correctness of HTS. Conversely, if x; = 0 then o,,4; has
been forwarded through n + 1 = ¢(\) distinct users in which case HTS.Open(msk, 0, o,,4,;) outputs
upk, with overwhelming probability. Thus, it follows that the parties output DIS,, (z, y) with all but
negligible probability at the end of the protocol.

Next, observe that the parties communicate |o,,| + A; + 1 bits during the protocol. Since HTS
is succinct and \; € o(¢(\)) the expected communication complexity of the protocol for all inputs
x,y € {0,1}" is o(t(\)). However, for large enough ), this is a contradiction to the fact that for any
e < 1, C.(DIS,) € Q(n) [KS92]. This implies that HTS cannot be (¢, ¢)-correct. O

Claim. If there exists a t-source anonymous HTS scheme then one-way functions exist.

Proof Sketch. Let HTS be a t-source anonymous HTS scheme. Consider a function f such that
f(1* ) runs (mpk, msk, rsk) <~ HTS.Setup(1*; ) and outputs y = (mpk, msk). It is easy to see that
[ is one-way. Specifically, if f is not one-way then an adversary for the ExpSrcAnonyTs , experiment
can invert f to compute x and thus rsk. It can then break source anonymity by using rsk to locally
compute ¢ user key-pairs and forward the challenge signature through these users to de-anonymize
the source. However, since HTS is ¢-source anonymous, it follows that f is a one-way function. [J

This concludes the proof of the theorem. [

We note that the proof of Theorem 3 can be extended to argue the impossibility of succinct
t-secure HTS schemes, even if a larger correctness error of up to 1/2 is allowed, since the lower
bound in [KS92] requires ¢ < 1/2. Similarly, it can be shown that ¢-secure HTS schemes that satisfy
a weaker form of succinctness, where the signature size is sublinear in the number of forwards only
in expectation, are also impossible.

6 Succinct HTS Scheme

We present our construction of a succinct HTS scheme in Section 6.3. Before describing our con-
struction, we first introduce two key building blocks: a streaming algorithm for counting distinct
elements in Section 6.1 and Puncturable NIZKs in Section 6.2.

6.1 Streaming Algorithm

In this section, we define the syntax and properties of streaming algorithms for counting distinct
elements. We then present the streaming algorithm of Bar-Yossef et al. [BYJK"02] and show that
it satisfies the required properties. We refer the reader to Section 2.6 for background on stream-
ing algorithms and a detailed discussion of how we address the challenges of using them in an
adversarial setting.

We formalize the syntax and properties of streaming algorithms for counting distinct elements
below. Our HTS construction requires three properties from streaming algorithms: correctness,
insertion robustness and deletion robustness. Correctness ensures that an adversary cannot affect
the algorithm’s estimate by reordering or repeating uniformly random inputs. Insertion and dele-
tion robustness, on the other hand, require that adversarial insertions do not decrease the estimate
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and deletions do not increase it, even when the inputs are not uniformly random. Note that while
these robustness properties are fairly natural, they do not follow from correctness: since correct-
ness is defined only for uniformly random inputs, it does not rule out the possibility that adversarial
insertions (or deletions) could decrease (or increase) the estimate in other cases.

Definition 12 (Streaming Algorithm For Distinct Elements). Let /,,iq be an integer-valued polyno-
mial. A streaming algorithm for distinct elements Uniq = (Update, Query) is a tuple of algorithms
with the following syntax.

* Update(e, st, z) = st’ is a deterministic algorithm that takes an error bound ¢, the current state st
and a value z € {0, 1}V as input and outputs the next state st’. It runs in time poly(\, 1/e).
st = | denotes the initial state before any input is processed.

* Query(e,st) =: ¢ is a deterministic algorithm that takes the error bound € and a state st as input
and outputs the number of distinct elements ¢ in the input stream used to compute st. It runs in
time poly(\, 1/¢).

We require the streaming algorithm to satisfy the following properties.

* Correctness: There exists a negligible function negl(-) such that for all adversaries A, A € N,
e < 1and L € poly(\), we have

{ }L { }Z ;Ul,...,ZL‘L <— {0’1}Euniq()\)

Tifi=1 = Yifi=1 N

o " : v Allridicy) < negl(A).
stg = L

— Ll >
[Query(e,ste) = L| > eL st; := Update(e, sti_1, i), Vi € [{]

* Insertion Robustness: There exists a negligible function negl(-) such that for all adversaries A4,
AdeNalle < %, all L € poly(\), and all z, ...,z € {0,1}%nis(V) | we have

{wihics € {witio vty =A@y
Pr A . st? := Update(e,st¥ ,,x;), Vi € [L], < negl()),
Query(e,stf) > Query(e,st?) st! := Update(e,st! ;,y;), Vi € [{]

where st} := L and st := L.

* Deletion Robustness: There exists a negligible function negl(-) such that for all adversaries A,
AeEN e< % and L € poly(\), and all 24, ...,z € {0, l}guniq(’\), we have

{wihizs 2 {witiz vty Ay
Pr A . st? := Update(e, st¥_,,x;), Vi € [L], < negl()),
Query(e,stf) < Query(e,st?) st! := Update(e,st! ;,y;), Vi € [{]

where st} := L and st := L.

* Succinctness: For all polynomials p;, there exists a polynomial p, and a sublinear function
g(x) € o(z) such that for all \,L € N and € < 1/2, where L < p;(A), the size of the state st
obtained upon processing L values with error bound e is at most pa(A - 1/€) - g(L).
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Streaming Algorithm for Distinct Elements

Public parameters. Let {,,iq € Q()\Q) denote the length of each input and let fg,,(A\) = Cuniq(A) /A

Update(e, st, x) Query(e, st)

| : parsexz = (z1,...,2)) 1 : if st = 1 then return 0

where each z; € [0, 25+(V)] 2: parsest = (My,..., M)

2 = [96/€7] 31y = [96/€?

3.3 9lsun (X)
Soifst# L 4 Vie ), qiz:i’y

4: parsest=(Mj,..., M) max (M;)

5: elseVie [N, M; =10 5: return ¢ := median(qi, ..., qx)

6: fori e [)

7:  xf =max(M,;)

8: if Myl <~

9: append z; to M;

10:  elseif z; <z}
11 : replace x} with z; in M;
12 : return st’ == (My,..., M,)

Figure 6: Streaming algorithm for distinct elements [BYJK'02].

Construction. The streaming algorithm of Bar-Yossef et al. [BYJK™02] is described in Figure 6.
Intuitively, the streaming algorithm works by keeping track of the v most minimum values among
all its inputs, each of which are uniformly random. It then uses the ~-th most minimum value to
estimate the number of distinct elements in the input stream. However, since a single estimate only
has a constant probability of being within the required range, the algorithm is repeated A times to
amplify the probability.

Theorem 4. For all polynomials {yniq € Q(A\?), the algorithm described in Figure 6 is a streaming
algorithm for distinct elements (Definition 12).

Proof. We first show that when the input stream consists of L uniformly random elements, the
algorithm’s output is, with overwhelming probability, at most eL. away from L. The correctness
of the algorithm, as required by Definition 12, follows from the fact that the algorithm’s output
depends only on the set of distinct elements in the input stream and is independent of the order
in which the elements are processed. Specifically, the algorithm parses each input as a tuple of A
integers and maintains the + smallest values at each index separately, across all inputs. Since the
algorithm’s output is determined solely by the v\ smallest values it maintains, the output remains
unchanged even if elements in the input stream are repeated or reordered.

Insertion robustness follows from the fact that the algorithm’s output is inversely proportional
to the maximum value among the 7\ smallest values it maintains. In particular, inserting more
elements into the stream cannot increase this maximum value, which means that the algorithm’s
output cannot decrease by adding new elements into the stream. Similarly, removing elements
from the stream cannot decrease this maximum value, which in turn implies that the algorithm’s
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output cannot increase by deleting elements, thereby ensuring deletion robustness.

Claim. For all polynomials {uniq € 2(A\?) and error bounds e < 1/2, there exists a negligible function
negl(-) such that for all A € N and L € poly()), the algorithm described in Figure 6 satisfies

x1,... g < {0,1}wmiaV)
Pr| |Query(e,str) — L| > €L : sto = L | < negl()).
st; := Update(e, st;—1, ;), Vi € [L]

Proof. The proof follows the same approach as [BYJK" 02, Theorem 1]. Observe that the algorithm
outputs the median of ¢,...,¢g,. We bound the probability that the median is more than eL far
from L by bounding the probability that |¢; — L| > €L, for each j € [A]. Let x;; denote the j-
th /su»(A\) length substring in z; where ¢ € [L]. Consider any arbitrary j € [A]. We have ¢; =
~2%(N) / max(M,) where M contains the  smallest values in {z;;}~ .

We first consider the case when ¢; > (1 + ¢)L which in turn implies that at least  values in the
set {xm}f:l are lesser than or equal to

2L (M) - ( - E) 7 2sub(A)

(1+€e)L — 2) L
where the second inequality follows from the fact that e < 1. For every i € [L], let X; be the
indicator random variable for the event z;; < (1 — %) 72eszbw. Since x; ; is sampled uniformly at

random from [2%»(N], for each i € [L] we have

E[Xils(l—g)%+ﬁ<(1_i)%

where the second inequality follows from the fact that for large enough ), 2\ > (41)/(ev) since
L € poly(A). Additionally,

VIX] =E[X?) - EIX,]” = EIX] - E[X* <E[X] < (1- £) 2
where the second equality follows from the fact that X; is a Bernoulli random variable. Let X =
S | X;. From linearity of expectations we have E[X] < (1 — )~y and V[X] < (1— £)~. From
Chebyshev’s inequality we have

g] J16VIX) _16(1—¢/4) _ 16 _1

Pr[X > 7] < Pr[|X — E[X]| > . 16 1

22 2y =&y =6
where the last inequality follows because v = [96/¢%]. Thus, the probability that at least v values
in the set {fEi,j}iLzl are lesser than or equal to ~y - 26N / (1 + ¢)L) is at most 1/6, which implies
that Prg; > (1+¢)L] < 1/6.

We next consider the case when ¢; < (1 — €)L. This occurs when at most ~ values in the set
{xi,j}le are lesser than or equal to ~ - 2%(Y) / ((1 — €)L). For each i € [L], let X; be the indicator

Coub (V) .
122 For every i € [L] we have

random variable for the event z; ; < or

gl 2y

E[X;] < A=oL < A
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since € < 1/2, and

, v o1 (I+ey 1 gl
EXl 2 ool " mm 27T " 2mm 2 (1+3) T

As in the previous case, we have V [X;] < E[X;] which implies that V [X;] < (2vy)/L. Let X =
S°L | X;. From linearity of expectations we have E[X] < (1+ %)~ and V[X] < 2. Thus, from
Chebyshev’s inequality we have

/\

Pr[X <~] <Pr||X —EX]| < —

Cﬁ\'—‘

_VIX] 1
((ev)/2)? — 12

Thus, the probability that at most v values in the set {mi,j}le are lesser than or equal to ~ -
2fu(N) / (1 — €)L) is at most 1/6 which implies that Pr[g; < (1 —¢)L] < 1/6.

Thus, for every j € [A\], we have Pr[|q; — L| > €L] < 1/6. Moreover, since qi, ..., gy are inde-
pendent, it follows from a Chernoff bound that

Pr[|Query(stz) — L| > eL] < negl(A).
O

Next, we argue that the algorithm has the correctness, insertion robustness and deletion robust-
ness properties.

Letx = (mi)le and lety = (yi)le be the tuple output by an adversary .4 when run on input x.
Let ¢, and g, denote the algorithm’s output for input streams x and y respectively. Let 2} and y;
be the ~-th minimum value in {xi7j}f:1 and {y; ; }le respectively, for every j € [A].

Observe that ¢, and g, are completely determined by (z7,...,z3) and (v, ...,y3) respectively.
Thus, if x and y have the same set of distinct elements, in other words when {wi}le = {yi}le,
then 23 = y; for every j € [A]. This implies that ¢, = ¢,. However, when each element of x is
sampled uniformly at random, it follows from the previous claim that

Pr(lgy — L| > €- L] = Pr[|q, — L| > €- L] < negl(\).

Thus, the algorithm satisfies the correctness property.
Conversely, when {a:i}le - {yi}le, we have z7 > yr for every j € [A]. This implies that
¢z < gy, since g, and g, are computed as the median value of v2%»() /y* and 2%+ /z* across all
J € [\ respectively. Thus, Pr[g, < ¢,] = 1 and it follows that the algorithm has insertion robustness.
Similarly, when {z;}/~, 2 {y}!_,, we have z; < yj for every j € [Al. This implies that
Prlg; > ¢,] = 1 which in turn implies that the algorithm has deletion robustness.

We have thus shown that the algorithm is an e-approximate streaming algorithm for distinct
elements. We are left to show that it is succinct. Observe that the algorithm’s state consists of A
sets, each of which contains at most ~ integers, where each integer is /., () bits in length. Thus,
the algorithm’s state size is ©(\ - 7 - Loy (A)) = O(poly(\)/€?). [
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6.2 Puncturable NIZK

In this section we define and construct Puncturable NIZKs.

Informally, given a predicate v, a Puncturable NIZK guarantees zero-knowledge for statements
x satisfying v(x) = 1, and ensures knowledge soundness for statements x satisfying v(x) = 0. More
precisely, it allows puncturing the trapdoor td on a predicate v so that the resulting trapdoor td,
can be used to simulate proofs on any statement = such that v(z) = 1. On the other hand, it should
be infeasible for the adversary, even given the punctured trapdoor td,, to prove false statements
x such that v(x) = 0. This notion can be seen as a generalization of ID-based NIZKs [BJPY18].
Looking ahead, we use the ability to puncture the simulation trapdoor to prove source anonymity
of our HTS construction.

Definition 13 (Puncturable NIZK). Let £ be an NP language with relation R. A Puncturable
Non-Interactive Zero Knowledge (PNIZK) argument of knowledge for £ is a tuple of algorithms
PNIZK = (Setup, Prove, Verify, Puncture, SimProve) with the following semantics.

e Setup(1*) — (crs,td) is a PPT algorithm that outputs a common reference string and a trapdoor
td.

* Prove(crs,z,w) — 7w is a PPT algorithm that takes as input a common reference string crs, a
statement x € £ and a witness w, and outputs a proof 7.

* Verify(crs, z,m) =: b is a polynomial time algorithm that takes as input a common reference string
crs, a statement = and a proof 7 and outputs a bit b € {0, 1}.

* Puncture(td,v) — td, is a PPT algorithm that takes the trapdoor td and an efficiently computable
predicate v and outputs a punctured trapdoor td, .

* SimProve(crs, z,td, ) — 7 is a PPT algorithm that takes the crs, a trapdoor td, and a statement =
as input and outputs a simulated proof .

We require a PNIZK argument of knowledge to satisfy the following properties.
* Completeness: There exists a negligible function negl(-) such that for all A € N and (z,w) € R,

(crs, td) + Setup(17)

Pr {Verlfy(crs,a:,ﬂ) #1: 7 Prove(crs, z, )

} < negl(A).
* Puncturable Knowledge Soundness: There exists an extractor £, which is a PPT algorithm
with the following properties. Firstly,
{(crs,td) : (crs,td) + Setup(lA)}/\ = {(crs,td) : (crs, td, st) « S(lA)})\.

Moreover, for all non-uniform polynomial time adversaries A there exists a negligible function
negl(-) such that for all A € N, we have

Verify(crs, z,m) = 1 (crs, td, ste) « £(11)
A (v,stq) < A(1, crs)
Pr v(z) =0 . td, < Puncture(td,v) | < negl(}),
A (x,m) < A(stg, tdy,
(x,w) € R w < E(ste, v, tdy, x, )

where v is an efficiently computable predicate.
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* Puncturable Zero Knowledge: For all non-uniform polynomial time adversaries .A there exists
a negligible function negl(-) such that for all A € N, we have

(crs, td) < Setup(1*) ]
(v,st) «+ A(1*,crs)

(x,w/)\ €R td,, < Puncture(td, v)
(z,w,st) = -A(l/\’tdl/) 1
p— < 5
Pr V(xz\ 1 7o <+ Prove(crs, z,w) | — 2 + negl(A),
by 7 < SimProve(crs, z,td,)

b+« {0,1}
b+ A(st,m) |

where v is an efficiently computable predicate.

Remark 1 (Multi-theorem ZK). While puncturable zero knowledge is defined for a single statement
in Definition 4, the definition readily extends to a multi-theorem setting (for every statement z
satisfying v(z) = 1) via a standard hybrid argument. This holds because the adversary receives the
punctured trapdoor and can generate simulated proofs on its own.

Remark 2 (PNIZK implies NIZK). Note that when the predicate is the null predicate, that is false
on every input, puncturable knowledge soundness is equivalent to the standard NIZK knowledge
soundness. On the other hand, when the predicate is the “all” predicate, that is true on every input,
puncturable zero knowledge is equivalent to standard NIZK zero knowledge.

Construction. We describe our construction of Puncturable NIZKs from policy-based signature
schemes (Definition 6) and NIZKs (Definition 4) in Figure 7. Informally, given a relation R and a
statement z € R, the Puncturable NIZK computes a NIZK proof under an extended relation R
that accepts either a valid witness for  under R or a valid PBS signature on z. The PBS signing
key serves as the trapdoor td. Completeness of the Puncturable NIZK follows directly from the
completeness of the underlying NIZK. Puncturable knowledge soundness follows from the fact that
an adversary that receives td,—the PBS signing key constrained by a policy »—cannot produce
signatures on any z such that v(z) = 0. Consequently, any witness w extracted from the NIZK
proof must satisfy (z,w) € R. Conversely, the punctured trapdoor td, does allow computing
signatures on statements x satisfying v(z) = 1, which in turn allows producing valid proofs for
such statements. The zero-knowledge property of the NIZK ensures that the proof reveals nothing
about whether it was generated using the trapdoor or with a valid witness under R.

Theorem 5. For all NP relations R, if PBS is a policy-based signature scheme (Definition 6) and NIZK
is a NIZK argument of knowledge (Definition 4) for the relation R, then the scheme described in
Figure 7 is a Puncturable NIZK scheme for R.

Proof. Completeness of the Puncturable NIZK follows directly from the completeness of the NIZK
and we mainly focus on proving puncturable knowledge soundness and puncturable zero-knowledge.

Claim. If PBS is unforgeable and NIZK is knowledge sound, then the scheme described in Figure 7 has
puncturable knowledge soundness.

Proof. There exists an extractor &,k = (Setup, Extract) for NIZK, from its knowledge soundness
property. We will use &, to build an extractor £ for the Puncturable NIZK scheme as follows.
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Puncturable NIZK Scheme

Public parameters. The relation R for the Puncturable NIZK, a policy-based signature scheme PBS, and
a NIZK argument of knowledge for the relation

Rz = {(z, mpk; w) | (z,w) € RV PBS.Verify(mpk,z) = 1}.

Setup(1?) Prove(crs, z, w) Verify(crs, z, 7)
1 : crsp < NIZK.Setup(1?) 1 : parse crs = (crsyzk, mpk) 1 : parse crs = (crsy,k, mpk)
2 (mpk7 msk) — PBSSetup(l)‘) 20— NIZK.PFOVG( 2: b= NIZKVerlfy(
3¢ crs == (crspz, mpk) CrSnzk, (2, mpk), w) CrSnzk, (z, mpk), )
I : td := msk 3: returnm 3: return b
5

: return (crs, td)

Puncture(td, v) SimProve(crs, z, td,,)

| : parse td = msk
2: td, = PBS.KeyGen(msk, v)

3: return td,

. parse crs = (Crsyzk, mpk)
. 0 < PBS.Sign(td,, x)
< NIZK.Prove(crsna, (x, mpk), o)

A~ W o~

: return

Figure 7: Puncturable NIZK construction from policy-based signatures and NIZK arguments of
knowledge.

& first runs (crsny,td’) < Enz.Setup(1*) and (mpk, msk) < PBS.Setup(1%), and outputs crs =
(crsnzk, mpk), td = msk, and st = td’. Then, upon being called with input (st, v, td,, z, 7), it com-
putes and outputs w < En,.Extract(td’, z, 7).

(crs,td) as output by & is indistinguishable from (crs,td) computed using the Puncturable
NIZK’s Setup algorithm since from the NIZK’s knowledge soundness property, crs,,x computed using
NIZK.Setup is indistinguishable from crs,,, computed using &,,x. We next use a hybrid argument
to show that any polynomial sized adversary .4 wins the puncturable knowledge soundness exper-
iment with at most negligible probability. Let the output of the experiment be defined as 1 if =
verifies successfully, v(z) = 0 and (z,w) ¢ R, and be defined as 0 otherwise.

* Hyb,: This is the output of the puncturable knowledge soundness experiment when run with .A.

* Hyb,: This hybrid is identical to the previous hybrid, except that the experiment aborts and
outputs L if (z,w) & Ruzx.
Hyb, < Hyb, since the knowledge soundness property of NIZK implies that the witness w
output by &,«.Extract is such that (z,w) € R, except with negligible probability; which in
turn implies that the experiment aborts in Hyb, with at most negligible probability.

* Hyb,: This hybrid is identical to the previous hybrid, except that the experiment aborts and
outputs L if (z,w) € R.
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The only difference between Hyb, and Hyb, is that the experiment additionally aborts in
Hyb, when (z,w) ¢ R. This means that when Hyb, is not equal to Hyb,, then (z,w) € R, but
(x,w) ¢ R. It follows that w must then be a valid signature on « under mpk, from the definition
of Rn.. However, since v(z) = 0, it follows that Hyb, < Hyb,, where the indistinguishability
between the hybrids reduces directly to the unforgeability of PBS.

Observe that the experiment never outputs 1 in Hyb, since it aborts and outputs | when
(r,w) € R. Thus, the probability that Hyb, = 1 is 0. Since Hyb, < Hyb,, it follows that the
experiment outputs 1 in Hyb, with at most negligible probability, which in turn implies that .A wins
the puncturable knowledge soundness experiment with at most negligible probability. 0

Claim. If PBS is correct and NIZK is zero-knowledge, then the scheme described in Figure 7 has
puncturable zero-knowledge.

Proof. Let the output of the puncturable zero-knowledge experiment be defined as 1 if ' = b and be
defined as 0 otherwise. We use a hybrid argument to show that for any polynomial sized adversary
A, the output of the experiment is 1 with a probability of at most 1/2 + negl(\).

* Hyb,: This is the output of the puncturable zero-knowledge experiment when run with A.

* Hyb,: This hybrid is identical to the previous hybrid, except that the experiment aborts and
outputs L if o computed in SimProve is such that PBS.Verify(mpk, o, ) # 1.
Since v(x) = 1, it follows directly from the correctness of PBS that Hyb, < Hyb,.

* Hyb,: This hybrid is identical to the previous hybrid, except that crs,,« and the proof 7, send to
A are simulated using the NIZK simulator.

When b = 1 and the experiments do not abort, we have ((z, mpk), o) € R, since o verifies
successfully under mpk. It follows that when (z, w) € R, the witness used to compute m is valid,
irrespective of if b is equal to 0 or 1. Thus, Hyb; & Hyb, from the zero-knowledge property of
NIZK.

Observe that the proof sent to A is independent of b in Hyb, since it is always simulated. It
follows that ¥ = b and Hyb, = 1 with probability exactly 1/2. Since Hyb, <~ Hyb,, .A wins the
puncturable zero-knowledge experiment with a probability of at most 1/2 + negl(\). O

It follows from the above argument that the scheme described in Figure 7 is a Puncturable
NIZK. |

6.3 HTS Construction

In this section, we present our succinct HTS scheme. We first list the required primitives and then
describe the scheme.
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6.3.1 Required primitives

We require the following primitives for our succinct HTS construction.

A digital signature scheme Sig (Definition 3).
A group signature scheme GSig (Definition 5).
A streaming algorithm Uniq for counting distinct elements with input length ¢,,iq (Definition 12).

A pseudorandom permutation PRP (Definition 2) and a pseudorandom function PRF (Defini-
tion 1) with output lengths £yniq(\).

A pseudorandom permutation PRP (Definition 2) and a pseudorandom function PRF (Defini-
tion 1) with output lengths £yniq(\).

A protocol Il that realizes the functionality ]-"rseigg (Functionality 1).
A Puncturable NIZK scheme PNIZK (Definition 13) for the relation R, defined as

Rozk = {(st,st’,e, Psig: kmsg: m ; fk, cert) Sig.Verify(pkyig, fk, cert) A }

st’ = Uniq.Update(e, st, f)
where f = PRP(kmsg, PRF(fk,m)).

An IVC scheme IVC (Definition 9) for the set of compliance predicates ® where each predicate
$par in @ is parameterized by par = (crsp, €, Pkgig; kmsg, ) and is of the form

1 st/ =1LAst=_1
Ppar(st,st’, Trvg) = $ 1 PNIZK.Verify (crspzk, Tpzk, Thud) = 1
0 otherwise

where 2, = (st,st', , PKsigr Fmsg; m).

An extractable witness encryption WE (Definition 7) for the relation R, defined as

R t, €, CrSivc, CrSpzk; PKsigs Uniq.Query(e,st) >t A
we Kmsg, ™ ; st,m IVC.Verify(crsive, ¢par, st,m) = 1

where par = (crspzu; €, pkgig, kmsg, 12).
A NIZK argument of knowledge NIZK (Definition 4) for the relation R, defined as

Ry — {( gPKgs t, €, CrSive, CrSpak, > ’ GSig.Verify(gpkgs, 7, 0gs) = 1 A }
nz -

PKsig, Kmsg, M 5 Ogs, Twe Ctwe = WE.Enc (Zwe, 0gs ; Twe)

where z. = (t, €, CrSivc, CrSpzks pksig, kmsg m).
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Functionality F&

The functionality is parameterized by a signature scheme Sig, and proceeds as follows with a user U and
the registration server Sys, where either might be corrupt by an adversary S.

1: The functionality receives sk from mpk and sends abort to
Sreg and U if sk, sig*

2: The functionality samples fk « {0, 1}* uniformly at random and computes cert + Sig.Sign(skgg, fk).

3: If U is corrupt, the functionality sends (fk, cert) to S. In all cases, it receives status from S.

4: If status = abort it sends abort to S,z and U. Else, it sends (fk,cert) to U and T to Sieg.

sig from Seg and mpk from U. It parses pk
is not a valid signing key for pk

sig

Functionality 1: Registration functionality.

Succinct HTS Scheme

Public parameters. Threshold parameter ¢ € poly(\), error parameter ¢ € R, and the primitives listed
in Section 6.3.1.

Setup(1*) Register(Syeg(rsk), U(mpk))

L+ (gpkgs, rskgs, 0skgs) < GSig.Setup(1*) Sreg PArses rskgs, sk, from rsk

] :
2 (pksig, Skeig) < Sig.Gen(1%) 2+ U runs (pk, sk) < GSig.KeyGen(1*)
3

3 crspa < NIZK.Setup(1?) : (pk, uskgs) <
1 (crSpak, ) < PNIZK Setup(1*) GSig.Register (Sreg (rskgs ), U(pk, sk))

Lo (-
5 ¢ crsive < IVC.Setup(17) (-, (fk, cert))

6 : mpk = (gpkgs; PKig> CrSnzk; CrSpzk, CrSive) i g (Sreg (rsk), U(mpk))
- 5 upk = pk

7 msk := (mpk, oskgs) 6+ usk — (mpk, uskgs,fk. cert)
8¢ rsk i= (mpk; rskes, skyig) 7 Syeg oUtpULs upk
9 : return (crs, msk, rsk) S U outputs (upk, usk)

Figure 8: Setup and registration procedures for the succinct HTS scheme. The remaining algorithms
are described in Figure 9.

6.3.2 Construction

We describe our construction of succinct HTS signatures in Figures 8 and 9. The scheme is param-
eterized by a threshold ¢ € poly(\) and the streaming algorithm error parameter ¢ € R so that the
resulting HTS thresholds are tanon = /(1 + €) and tyrace = /(1 — €).

Informally, the setup algorithm generates the setup of the underlying primitives, provides the
group signature opening key osk to the E2EE server, and provides the group signature registration
key rsk along with a signing key sk, (used to authenticate forwarding keys) to the registration
server. During registration, the user receives its secret key usk for the group signature scheme,

along with a forwarding key fk that is authenticated via a signature under pkg;,. A signature in this
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Succinct HTS Scheme (continued)

Sign(usk, m) Forward(usk, m, o)
| : parse mpk, uskgs from usk | : parse usk = (mpk, uskgs, fk, cert)
2 : parse mpk = 2 : parse o = (Ctwe, Tnzk; Kmsg, St, T)
(8PKgs» PKsig» CrSnzk, CrSpzks CrSive) 3 if Verify(mpk,m,o) =0
1 return L

3¢ ogs < GSig.Sign(uskgs, m) :
1 kmsgaTwe — {07 1})\ 5: f= PRP(kmsg» PRF(fkv m))

Dl Twe = (tv €, CI'Sivc, CrSpzk, pksigv kmsgv m) 60 st = Uniq'Update(e’ st, f)

6 : ctwe == WE.Enc(Zwe, 0gs ; Twe) Kmsg, ™M)

. /
[ Tpak = (st,st’, €, pkggs

8 Tawa — PNIZK.Prove(

CrSpzk; Tpzk, (Tk, cert))

7 Tngk = gPKgs|| Twe

81 TMhgk
NIZK.Prove(crsnz, Tnzks (0gs, Twe)) 9 par = (Crspzk; €, PKsig, Kmsg, M)
9 0= (Ctwes Tozks kimsg> L L) 10 : 7"+ IVC.Prove(
10 : return o CrSives Ppar, St, T, Tewd, St')

11 . ! . / /
[1: 0 = (theaﬂ—nzkvkmsgaSt ) T )

12 : return o’

Verify(mpk, m, o) Open(msk, m, o)
1 : parse mpk = 1 : parse msk = (mpk, oskgs)
(8PKgss PKsigs CrSnzks CrSpzks CSive) 2 : parse 0 = (Ctwe, Tnzk; Kmsg, St, T)
2. parse 0 = (Ctwe, Tnzk; Kmsg, St, ) 3 if Verify(mpk,m,o) = 0 or
3¢ gk = (8PKgss L), € CrSive, CrSpzk, Uniqg.Query(e,st) < ¢
pksig’ Kmsgs m) 1:  return L

L+ if NIZK.Verify(Crsng, Tugk, Tnak) = 0 0+ Tgs = WE.Dec((st, ), Ctue)
6 : upk := GSig.Open(oskgs, M, gs)

ot

return 0

6 : par == (crspx, €, PKeig: Emsg, ™) 7 : return upk

. return IVC.Verify(crsive, Ppar, St, )

N

Figure 9: Signing, forwarding, verification, and opening algorithms for the succinct HTS scheme.
Setup and registration are described in Figure 8.

scheme is of the form

o = Ctwe;,  Tnzk, kmsga st, w
Encryption of Counting unique
source identity forwarders

Here, cty. is a witness encryption of a group signature oz on the message m, mn, is a proof
that cty. encrypts a valid group signature under the required statement, and kmsg is a PRF key—
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all generated by the source during signing. To forward the signature, the user updates both the
streaming algorithm state st and the IVC proof 7, which together help count the number of unique
forwarders. Specifically, each forwarder computes its contribution f := PRP(kmsg, PRF(fk,m)),
inputs f to the streaming algorithm to compute the updated state st’, and proves that it computed
st’ honestly, using kmsg and a valid (authenticated) forwarding key. Once tyrace users have forwarded
the signature, the witness encryption ct,. can be decrypted to recover the group signature oy
computed by the source. In particular, the E2EE server can then use the group signature opening
key osk to deanonymize o4 and learn the source identity.

We briefly sketch the correctness and security of the scheme to build intuition for the construc-
tion; the formal statement and proof are provided in Theorem 11.

Correctness (Lemma 6): Correctness requires that a signature o, that has been honestly signed
and forwarded ¢ times satisfy several properties. First, o, must verify successfully. This fol-
lows directly from the completeness and correctness of the underlying primitives. Second,
when o, can be opened, it only opens to the identity of the source. Since the construction
deanonymizes the source by opening the group signature og, correctness of the group signa-
ture scheme ensures that o, only opens to the source’s identity. Finally, the signature o, must
fail to open when the number of unique forwarders L < tanon, and succeed when L > tirace.
Since the inputs to the streaming algorithm are pseudorandom—being outputs of a PRP—the
resulting estimate of the streaming algorithm is similar to that produced on a uniformly ran-
dom input stream. From the correctness of the streaming algorithm, this estimate is at most
eL away from L. In particular, when L < t,,0n, the estimate is at most (1 + €) - tanon = ¢ With
overwhelming probability, causing Open(msk,m, ;) to return L. Conversely, if L > tirace,
then the estimate is at least (1 — €) - tyace = t with overwhelming probability. Combined
with the completeness of the IVC and the correctness of the witness encryption and group
signature schemes, this implies that o, opens to the identity of the source.

Source Anonymity Against Opener (Lemma 7): Source anonymity against the opener requires
that, even after corrupting the E2EE server and fewer than ¢,,., users, the adversary cannot
identify the source of a signature o generated by an honest user. At a high level, the only
components of the signature that depend on the source identity are 7, and cty.. The zero-
knowledge property of NIZK ensures that m,,x preserves the anonymity of the source. As
for ctye, the adversary cannot compute a valid witness for decryption. This follows from
the unforgeability of the signature scheme Sig, which ensures that the adversary obtains
fewer than ¢,,0, valid certificates, corresponding only to corrupt parties. Consequently, the
knowledge soundness of PNIZK and the IVC imply that, in any signature computed by the
adversary via forwards, the streaming algorithm state must consist of fewer than ¢,,0, inputs.
Since each input is derived via a PRP evaluation at a key sampled uniformly at random by the
honest source, the deletion robustness and correctness properties of the streaming algorithm
imply that the estimate in such a signature is less than ¢ with overwhelming probability.
Therefore, the adversary cannot compute a valid witness to decrypt ctye, which by the security
of the witness encryption scheme, implies that the underlying group signature oz remains
hidden—and with it, the source’s identity.

Note that the adversary can query the HFwd oracle to forward signatures on non-challenge
messages on behalf of honest parties. It is crucial that such queries do not allow the adver-
sary to learn additional certificates, as our argument above relies on the adversary obtaining
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fewer than t,,0, certificates. The zero-knowledge property of PNIZK ensures that these for-
warded signatures do not reveal the certificates and forwarding keys of honest parties. This is
precisely why we require Puncturable NIZKs: they ensure zero-knowledge for non-challenge
messages, while still guaranteeing knowledge soundness on the challenge message. Finally,
we note that an artifact of our proof strategy is that the adversary cannot adaptively choose
the challenge message or adaptively corrupt honest parties. We discuss this in more detail in
Remarks 3 and 4.

Source Anonymity Against Registration Server (Lemma 8): Source anonymity against the reg-
istration server requires that an adversary that corrupts the registration server and learns its
secret key rsk cannot deanonymize the source of signatures generated by honest users. While
such an adversary can register an arbitrary number of parties and always decrypt the witness
encryption, the result of decryption is the anonymous group signature o,s, which it cannot
open without access to the group signature opening key oskgs.

Traceability and Unframeability (Lemma 9): Traceability requires that for any signature oy out-
put by an adversary, forwarding it sequentially through at least ti,,ce honest users must always
deanonymize the signature to a corrupt user’s identity. Observe that the Open algorithm ini-
tially checks if the streaming algorithm’s estimate is greater than ¢, and if so, decrypts the
witness encryption to obtain the group signature ogs and subsequently opens og. Knowledge
soundness of the NIZK scheme guarantees that ct,. decrypts to a valid group signature ogs.
The traceability of the group signature scheme then ensures that o4 will open to a corrupt
user’s identity.

However, decryption of cty. is conditioned on the streaming algorithm’s estimate being greater
than ¢t when the signature is forwarded through ¢t .ce honest users. This occurs with over-
whelming probability due to the zero-knowledge property of the Puncturable NIZK, the secu-
rity of the PRF and the insertion robustness and correctness of the streaming algorithm. In
more detail, the zero-knowledge property of the Puncturable NIZK ensures that the forward-
ing key fk of honest users is hidden from the adversary. The security of the PRF then implies
that PRF(fk, m) is pseudorandom to the adversary, and since PRP is a permutation (albeit
not pseudorandom), the contribution f = PRP(kmsg, PRF(fk, m)) input by honest users to the
streaming algorithm is pseudorandom. Consequently, the insertion robustness and correct-
ness properties guarantee that the streaming algorithm’s estimate is greater than ¢ with over-
whelming probability, regardless of how the adversary computed oy — the input stream used
to compute the streaming algorithm state sty in oy constitute the insertions in the stream by
the adversary, which from the insertion robustness of the streaming algorithm, cannot lower
the final estimate.

Unframeability follows by a similar argument: since the adversary now possesses the group
signature registration key rskgs, the unframeability of the group signature scheme ensures
that the signature o4 cannot be opened to the identity of any honest party.

Forwarder Anonymity (Lemma 10): Forwarder anonymity requires that a forwarded signature
does not leak the forwarder’s identity. To prove that the scheme is forwarder anonymous, we
need to argue that for any message m of the adversary’s choice, forwarding a signature on m
with one party’s secret key is indistinguishable from using another’s. Intuitively, this follows
from the zero-knowledge property of the Puncturable NIZK and the fact that forwarding a
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signature only involves evaluating a PRF on m using the forwarding key. Since this PRF
evaluation on m is indistinguishable from a uniformly random value, it is independent of the
forwarding key and thus does not leak the forwarder’s identity.

Succinctness Only the streaming algorithm state and IVC are updated in each forward. Due to
the efficiency of the IVC and streaming algorithm, the size of the signature grows at most
poly-logarithmically in the length of the forwarding path.

We now proceed to formally prove that the scheme described in Figures 8 and 9 is a succinct HTS
scheme.

Lemma 6 (Correctness). For all polynomials t and real numbers ¢ < 1/2, the scheme described in
Figure 8 is (tanon, ttrace)-correct (Definition 10), where tanon = t/(1 + €), tirace = t/(1 — €), and 1 /e is
polynomial in the security parameter \ of the scheme.

Proof. Consider any non-uniform polynomial time adversary A. Let the output of the correctness
experiment be 1 if .4 wins the correctness experiment, and be defined as 0 otherwise. We use a
hybrid argument to show that the output of the correctness experiment when run with A is 0 with
overwhelming probability.

* Hyb,: This is the output of the correctness experiment when run with A.

* Hyb,: This is identical to the previous hybrid, except that when Verify(mpk, m,o,) = 0, the
experiment outputs 0.
The only difference between Hyb, and Hyb; is that Hyb, = 1 if oy fails to verify while Hyb, =
0 in this case. Observe that verifying o, involves verifying the NIZK proof 7,k and the IVC
proof 7. The correctness of the group signature scheme and the fact that Il,.; realizes ]-'rse'gg
implies that (ogs, 7we) is a valid witness for the NIZK statement z,,x. The completeness of the
NIZK scheme then implies that 7, verifies successfully with overwhelming probability. For the
IVC proof to verify successfully, the computation needs to be compliant, as defined by the IVC
compliance predlcate which in turn requires each Puncturable NIZK proof to verify successfully.
Since Il,g realizes }"reg and the digital signature scheme is correct, each cert verifies successfully
under pkg,, which implies from the completeness of the Puncturable NIZK scheme that each
proof 7s,q Verifies successfully with overwhelming probability. This implies that the computation
is compliant and the IVC proof verifies successfully with overwhelming probability from the
completeness of the IVC scheme. It follows that o, will verify successfully with overwhelming
probability and thus, Hyb, < Hyb;.

* Hyb,: This is identical to the previous hybrid, except that the experiment outputs 0 when
Uniq.Query(e,st) > ¢ but Open(msk,m, o,) does not output the source identity upk,, where st
is the streaming algorithm state in oy.

We argue that Hyb; £ Hyb, due to the correctness of the witness encryption and the group
signature schemes. Observe that if the IVC proof = does not verify successfully then both Hyb,
and Hyb, are 0. Similarly, the hybrids are identical when Uniq.Query(e,st) < ¢. Thus, the only
case in which Hyb; and Hyb, can differ is when Uniq.Query(e, st) > t and 7 verifies successfully.
However, in this case, (st,7) is a valid witness for the witness encryption statement x., and
so WE.Dec((st, ), ctwe) outputs a valid group signature o,s with overwhelming probability. The
correctness of the group signature scheme then implies that Open(msk, m, /) = upk, in this case.
Thus, it follows that Hyb; & Hyb,.
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* Hybs: This is identical to the previous hybrid, except that the experiment outputs 0 if
|Uniq.Query(e,st) — L| >¢€- L

where st is the streaming algorithm state in oy.

We argue that the streaming algorithm’s output is more than € - . away from L with at most
negligible probability. Consider the distribution of Uniq.Query(e,st’), where st’ is a streaming
algorithm state that is computed identical to st except that the PRP is replaced with a truly
random permutation i.e., each input to Uniq.Update is an evaluation of the truly random permu-
tation on PRF(fk,m). It follows from the pseudorandomness of the PRP that Uniq.Query(e, st’)
and Uniq.Query(e, st) are computationally indistinguishable. However, the correctness of the
streaming algorithm implies that |Uniq.Query(e,st’) — L| < € - L with overwhelming probability.
Thus, it follows that Uniq.Query(e, st) is at most ¢- L away from L with overwhelming probability,
which in turn implies that Hyb, < Hybs.

* Hyb,: This hybrid is always 0.

Observe that Hyb; and Hyb, are both 0 when Uniq.Query(e, st) > t but o, does not open to
the identity of the source. Similarly, if |Uniq.Query(e,st) — L| > e - L, where st is the streaming
algorithm state in oy, then both Hyb; and Hyb, are 0. Thus, Hybs and Hyb, only differ in the case
when |Uniq.Query(e,st) — L| < e- L. Here, Hybs is 1 when L < tanon and Uniq.Query(e, st) > ¢
or when L > tiace and Uniq.Query(e,st) < ¢t. However, in this case, when L < tanon we have
Uniq.Query(e,st) < (1 + €)L < (1 + €)tanon = t, and when L > tiace, We have Uniq.Query(e, st) >
(1 —€)L > (1 — €)tirace = t. This implies that Hybs is never 1 and thus Hybs; £ Hyb,.

It follows from our argument above that Hyb, < Hyb,, which in turn implies that the output
of the correctness experiment is 0 with overwhelming probability when run with any adversary .A.
Thus, the given scheme is (fanon, ftrace )-COITECt. [ |

Lemma 7 (Source Anonymity Against Opener). For all polynomials t and real numbers ¢ < 1/2,
the scheme described in Figure 8 is tanon-source anonymous against the opener (Definition 10), where
tanon = t/(1 + €), and 1/e is polynomial in the security parameter X of the scheme.

Proof. Consider any non-uniform polynomial time adversary .4. We use a hybrid argument to show
that for any polynomial length message m, A wins the source anonymity experiment for the opener
(Figure 2) with at most negligible probability more than 1/2. In what follows, we use pre-challenge
phase to refer to steps 1-3 of the source anonymity experiment, until the challenge signature o
is computed, and use post-challenge phase to refer to steps 4-5, where the adversary takes the
challenge signature ¢ as input and attempts to guess the challenge bit b.

* Hyb,: This is the output of the source anonymity experiment for the opener, when run with A
i.e., this hybrid is equal to ExpSrcAnonpfre , (1%, m).

* Hyb;: This hybrid is identical to the previous hybrid, except that the oracles Reg and RegH now
run .7-",Se'gg in place of Il g, and Reg uses the protocol’s simulator S,e, to simulate A’s view.

In both Hyb, and Hyb,, the adversary only learns the public key of the honest user when it
invokes RegH since the registration server is honest. In case of Reg, the adversary’s view is that
of a corrupt user participating in Il,e,. Since Il realizes }'rse'gg, the view of the adversary in this
hybrid is indistinguishable to that in the previous hybrid, which implies that Hyb, =~ Hyb;.
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* Hyb,: This hybrid is identical to the previous hybrid, except that the experiment terminates and
outputs 0 when A queries HFwd on the challenge message m, or if it invokes Reg for the t,,0n-th
time.

The only difference between Hyb, and Hyb, is that the experiment terminates early in Hyb,
when A queries HFwd on m or if it corrupts ¢,non users. However, both hybrids are equal to 0 in
this case. It follows that Hyb; £ Hyb,.

* Hyb,: This hybrid is identical to the previous hybrid, except for the following changes.

* Setup additionally computes td,, <+ PNIZK.Puncture(td, v,,,) where td is the trapdoor output
by PNIZK.Setup. Here, the predicate vy, is such that v, (k) = 0 if and only if the message
m/ in zp (parsed according to Rk is equal to the challenge message m.

* The HFwd oracle is modified so that for every query (upk,m’, ¢’), it computes 7s,q as
Tiwd < PNIZK.SimProve(crsp i, Zpzk, tdm,)

when running Forward(usk, m’, o’).

The only difference between Hyb, and Hyb, is that in Hyb,, ms.q is computed using the user’s
forwarding key fk and certificate cert when answering queries on HFwd, while in Hybs, mf,q is
simulated using td,,,. However, observe that by definition of the predicate v, and the puncturable
zero-knowledge property of the Puncturable NIZK, 75,4 computed in Hyb, is indistinguishable
from 7,y computed in Hybs, for all messages m’ # m. Moreover, both Hyb, and Hyb, terminate
and output 0 if A queries HFwd on m and thus Hyb; never requires simulating g for state-
ments containing the challenge message m. Thus, Hyb, & Hyb, follows from a straightforward
reduction to the puncturable zero-knowledge property of PNIZK.

* Hyb,: This hybrid is identical to the previous hybrid, except for the following modifications.

* Before the pre-challenge phase is run, the experiment samples ¢,,0n — 1 PRF keys {fk;}, and
for each key, computes a certificate cert; < Sig.Sign(skgg, fk;). Let Kpre = {(fk;, cert;) }laren 1,

* The oracle RegH no longer computes the certificate cert on the honest user’s forwarding key
fik within Fag.

* The oracle Reg uses a (fk;, cert;) € Kpre Within .F,Seigg, instead of computing it afresh. The used
pair is removed from /Cpye.

The only difference between Hyb; and Hyb, is that in Hyb,, the experiment samples a fresh
PRF key fk; and computes a certificate cert; using skg, for each invocation of Reg and RegH. On
the other hand, in Hyb,, certificates for forwarding keys of honest parties are never computed
and the set of forwarding keys and certificates of corrupt parties are pre-computed and stored
in Kpre, at the start of the experiment. Note that it suffices to pre-compute t,non — 1 pairs since
the experiment aborts in both hybrids if |Z| = t.hon. Moreover, since the proof 7,4 is simulated
in Hyb; and Hyb,, the certificate on the forwarding keys of honest users is no longer required. It
thus follows that Hyb; £ Hyb,.

* Hybs: This hybrid is identical to the previous hybrid, except that crsp, is computed using
PNIZK.E(1*) — (crspak, td, stpzk), where PNIZK.E is the extractor for PNIZK.
Hyb, &~ Hyb; follows directly from the fact that (crsp,td) output by PNIZK.E is indistin-
guishable from that generated using PNIZK.Setup.
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* Hybg: This hybrid is identical to the previous hybrid, except that the NIZK simulator S, is used
to generate crs,,, in Setup and for simulating 7,,x when computing the challenge signature o.
The only difference between Hyb; and Hyby is that the NIZK proof in the challenge signature
is simulated. Hyb; < Hybg follows immediately from a straightforward reduction to the zero-
knowledge property of NIZK.

* Hyb,: This hybrid is identical to the previous hybrid, except that ct,. is computed as an encryp-
tion of 0/ instead of Ogs-

Assume for the sake of contradiction that Hyby is distinguishable from Hyb, with non-negligible
probability i.e., the difference in the probability with which A wins the source anonymity game in
Hybg compared to Hyb, is non-negligible. We will use A to construct an adversary that breaks the
deletion robustness property of the streaming algorithm with non-negligible probability. How-
ever, this contradicts the security of the streaming algorithm, which in turn implies that our
assumption was wrong and that Hyb,; and Hyb, are indeed indistinguishable.

First, we prove the following claim, which informally states that if Hybg and Hyb; are distin-
guishable with non-negligible probability, then there exists an adversary A;,; that takes tanon — 1
forwarding keys with their certificates as input, and outputs a streaming algorithm state st such
that Uniq.Query(e, st) > ¢t. Moreover, each value in the input stream used to compute st is of the
form PRP(kmsg, PRF(fk;, m)) for some forwarding key fk; with a valid certificate cert;.

Claim. If Hybg and Hyb, are distinguishable with non-negligible probability, then there exists a
non-uniform polynomial time adversary A;,. and a non-negligible function §(-) such that for all
A € N and all polynomial length messages m,

Uniq.Query(e, sty) >t
Pr A ‘ > (N
PNIZK.Verify (Crspzk,xg)k,ﬂ'(l) ) —1, Vie [l

z fwi

where stg = L, x'(fz)k i= (st;_1, Sti, €, PKgjg, Kmsg, M) and the probability is over the following experi-

ment.

* Generate (Crspz, td, stpk) < PNIZK.E(1Y), td,,, < PNIZK.Puncture(td, v,,) and (pk
Sig.Gen(1%).

* Sample kmsg < {0,1}* uniformly at random. Sample fk; + {0, 1}* uniformly at random and
compute cert; < Sig.Sign(skg,, fk;) for each i € [tanon — 1]

sig»

sig? Sksig) —

sig>

* Run {sti,wf(\fv)d}f . — Aint (crspzk,tdm, PKsigs Kmsgs {fki,cert}i).
Proof. If Hybg is distinguishable from Hyb; then the difference in the probabilities with which A
wins in Hybg and Hyb- is non-negligible. We will exploit this to construct the adversary Ajn:.
Observe that running the experiment in Hybs and Hyb, with A requires the following, which
we denote by ste: the public key mpk = (gpkgg, PKsig, CrSnzk; CrSpzk; CrSive ), the group signature
scheme’s registration key rskgs and opening key osk,s, the pre-computed set of forwarding keys
and certificates Kpe, the NIZK simulation trapdoor td,,, and the punctured trapdoor td,, of the
Puncturable NIZK. It will also be helpful to include the PRP key kmsg in stesp, that is used in
the challenge signature . Importantly, running the experiment does not require the registration
server’s signing key skg;, nor the certificates on the forwarding key of any of the honest users.
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We now proceed to show that A4;,; can indeed be constructed from .A. We begin by show-
ing that A can be used to construct an adversary A, against the extractable security of WE.
Aue receives ste,p, as auxiliary input and runs the experiment in Hyb, with A. When A outputs
(upkg, upk;), Awe computes the challenge signature o as in Hyb, except for the witness encryp-
tion component. Instead, it outputs z,. and a pair of messages (ags,0|"€s|). Upon receiving
the challenge witness encryption ciphertext ctye, it appends ct,. to o and continues to run the
experiment. A,. outputs 1 if A wins the internal source anonymity experiment and outputs 0
otherwise. If cty. corresponds to an encryption of ogs then the view of A corresponds to that in
Hyby, else if it’s an encryption of 0/7¢l, A’s view corresponds to that in Hyb,. Thus, A, distin-
guishes between witness encryptions of g and 0! with non-negligible probability. It follows
from the extractable security of WE that there exists an extractor £, that outputs a statement
zwe and a witness (st, ) for the relation R, with non-negligible probability.

Next, we use &, to construct an adversary A, against the knowledge soundness of IVC. Ajyc
takes crsj,c as input and ste,, as auxiliary input. It updates the Puncturable NIZK CRS in ste,,
with crs;, to obtain stfexp and runs &,e with st’exp as auxiliary input. It obtains x., a streaming
algorithm state st and an IVC proof 7 and outputs (¢par, st, ), where par are computed from
Zwe. Since 7 verifies under crsj, with non-negligible probability, it follows from the knowledge
soundness of the IVC that there exists an extractor &, that outputs a valid computation trace

Y
T = (sti, Trf(\fv)d) _ under ¢par.

Finally, we use &y to construct A as follows. A;.. takes CrSpzk, tdm, pk
as input and computes (gpk

sig» kmsg; and K:pre

gs» 'SKgs, 05Kgs), (Crsnzk, tdnzk), and crsiyc to build steyp. It then runs

Y
Eive With crs;yc as input and ste,, as auxiliary input to obtain and output (st,-, W‘S‘jv)d)i:{ We have

Uniq.Query(e, sty) > t since &, outputs a witness (sty, 7) under Ry.. Moreover, since & outputs

a valid computation trace under ¢,, with non-negligible probability, it follows that each Wf(\fv)d

verifies successfully under the statement xgz)k with non-negligible probability. O

Next, we show that Aj,; can be used to construct an adversary A,q against the deletion
robustness property of the streaming algorithm, albeit on a pseudorandom input stream.

Claim. If Hybg and Hyb, are distinguishable with non-negligible probability, then there exists a
non-uniform polynomial time stateful adversary A,q and a non-negligible function 6(-) such that
forall X € N,

Tlyeeoy Tpypgn—1 Auq(lA)
{wi}ee ™ D {yitiny Emsg < {0,1}*

Pr A : Yty Yo < Aug(kmsg) | = 0(N).
Uniq.Query(e,sty) >t stg == L

st; := Uniq.Update(e, st;—1, PRP(kmsg, ¥i)), Vi € [{]

Proof. We construct A, using the adversary A;n; from the previous claim. For the sake of brevity,
we say Aj,: wins its experiment to denote the event when its output indeed provides a valid
sequence of streaming algorithm states and Puncturable NIZK proofs such that the estimate on
the last state is greater than ¢.

Auq proceeds as follows. It first computes (pkg, Skgig)
uniformly at random and computes cert; < Sig.Sign(sk

using Sig.Gen, samples fk; «+ {0,1}*

sig» Tk;) for each i € [tanon — 1]. It then
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chooses an arbitrary message m and outputs (z1,...,z,.,,—1), Where each z; = PRF(fk;,m).
Upon receiving kmsg as input, it runs the experiment described in the previous claim for Aj,;.

N
If Aj: does not win its experiment, A,q outputs (z1,...,z,..—1). Else, it obtains {sti, Wf(\fv)d}, ,
1=
from A, and outputs (y1,...,ys), where each y; = PRF(fk},0) and (fk},cert}) is the witness

extracted by PNIZK.E for the proof Wf(wd

We will first use a hybrid argument to prove that {yl} -, output by A, is indeed a subset of
{ac,}ta”"”_1 with all but negligible probability.

* Hyb;: In this hybrid, we run A,q as described in the claim. The hybrid is 0 if {yi}le Z
{z;}lrr~1, and is equal to 1 otherwise.

* Hyb, ;: This hybrid is identical to the previous hybrid, except that it is 1 whenever A;,; run by
Auq does not win its experiment.
In this case, A,q outputs {y;}, = {z;},. It follows that Hyb; ; £ Hyb, ;.

* Hyb,,: This hybrid is identical to the previous hybrid, except that it is 1 if PNIZK.E does
not output a valid witness for Wf(\i/)d under the statement xgz)k = (Sti—1,Sti, €, Pkig, kmsg, ™) and

relation Rp.

Observe that Hyb- ; and Hyb, , only differ in the case when A;,; wins its experiment. However,

in this case, each TI'f( )d is a valid proof for the statement 20 )k Moreover, since tdy, (z, @ ) = 0 for

each :E'()Z)k, it follows from a standard hybrid argument, reducing to the puncturable knowledge

soundness of PNIZK, that Hyb, ; = Hyb- .
* Hyb- 5: This hybrid is always equal to 1.
Observe that the only case in which Hyb;, might not be equal to 1 is when {fk; } L Z

{fk;}ern ™1 Let fk; be the element not in {fk;}/=s"~ . If this is the case, then (K, cert!)

extracted from Wf(jv)d is such that certj is a valid signature on fk;- but a signature on fk; was

never provided to A;.. Thus, this breaks the unforgeability of Sig. Since running A;,; does
not require the signing key sk, it follows from a straightforward reduction to unforgeability
of Sig that Hyb, 5 = Hyb, .

It follows from our argument that Hyb, , = Hyb, 5, which implies that {yi}le is indeed a
subset of {ml}ta""" ! with overwhelming probability. Finally, observe that when A, wins its
experiment, the output of A,q is such that the resulting streaming algorithm state st, provides
an estimate greater than or equal to ¢, with overwhelming probability. This is because, the A;n;
outputs st, such that Uniq.Query(e,sty) > ¢ and st, computed using A,q’s output is identical
to Ain’s output. The claim then follows immediately from the fact that when Hybg and Hyb;
are distinguishable with non-negligible probability, .A;,; wins its experiment with non-negligible
probability. O

We conclude by showing that Uniq.Query(e, sty) < t with overwhelming probability due to the
streaming algorithm’s deletion robustness and correctness. Consequently, this implies that Hybg
is indistinguishable from Hyb..

Claim. HybG & Hyb7.

Proof. Let (z1,...,%0—1) < Auq(1*) and let (y1,...,%) < Auq(kmsg), where Ayq is the ad-
versary from the previous claim and kmsg < {0,1}* is sampled uniformly at random. Let
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stf =st§ = L and let

sti := Uniq.Update(e, sti_;, PRP(kmsg, Zi)), Vi € [tanon — 1]
st/ := Uniq.Update(e,st!_;, PRP(kmsg,yi)), Vi€ [£].

That is, stf __, and st] are the streaming algorithm states obtained on inputs {PRP(kmsg, i)}
and {PRP(kmsg, i)}, respectively. From the previous claim, we have {yi}le C {xi}gg‘i”_l, which
along with the deletion robustness property of the streaming algorithm, implies that

i

Unig.Query(e, st)) < Uniq.Query(e, sty ). @)

Next, observe that the security of PRP implies that the distribution of st{ __, is indistinguishable
from the streaming algorithm state computed using ¢,n0on — 1 uniformly random inputs. In partic-
ular, since Ayq outputs {x;}, before receiving kmsg as input, stf, _; can be computed with only
oracle access to the PRP. Thus, from the correctness of the streaming algorithm, the estimate on
sty is at most €(tanon — 1) away from ¢,non — 1. Combined with Equation (1), this implies that

tanon
Uniq.Query(e, st)) < Uniq.Query(e, sty 1) < (1 +€)(tanon — 1) < (1 + €)tanon =t

with overwhelming probability. However, by the contrapositive of the previous claim and the
fact that Uniq.Query(e, st}) < t with overwhelming probability, it follows that Hybg = Hyb;. O

Observe that the challenge signature o is independent of upk, in Hyb,. Thus, any adversary
A wins the experiment in Hyb, with probability at most 1/2. Since Hyb, = Hyb,, it follows that
A wins the HTS source anonymity experiment with at most negligible probability more than 1/2.
Thus, the given scheme is ¢,,0,-SOUrce anonymous against the opener. |

Remark 3 (Selective Message Security). As discussed earlier, the construction achieves selective
message security for source anonymity against the opener. In particular, the challenge message is
fixed in advance and not chosen by the adversary during step 2 of the experiment (see Figure 2).
This restriction arises from the structure of the proof: leveraging the knowledge soundness of
the IVC requires constructing an adversary .4, that internally simulates the entire experiment for
the witness encryption adversary. To do so, Aj, must receive the punctured trapdoor as input
before the pre-challenge phase, since the reduction ultimately relies on the puncturable knowledge
soundness of the PNIZK. As a result, computing the punctured trapdoor necessitates fixing the
challenge message at the outset of the experiment.

Remark 4 (Barriers to Adaptive Corruptions). In addition to selective message security (see Re-
mark 3), another limitation arising from the proof is that the adversary cannot adaptively corrupt
honest parties in the source anonymity experiment. Allowing such adaptive corruptions would
require revealing the honest party’s forwarding key fk and corresponding certificate cert to the ad-
versary upon corruption. However, the reduction to the unforgeability of the signature scheme Sig
relies on the adversary A;,; using fewer than t,,,, certificates. Accommodating adaptive corrup-
tions while ensuring that the forwarding keys of corrupted parties are consistent with the inputs to
the streaming algorithm—as computed by HFwd prior to corruption—appears to require more than
tanon certificates, which would exceed the bound required for the reduction to go through.
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Remark 5 (Inputs to the Streaming Algorithm). Because the challenge message is fixed non-adaptively
in the source anonymity against opener experiment, the proof continues to hold even if inputs to the
streaming algorithm are computed as PRF(fk, m), rather than PRP(kmsg, PRF(fk,m)). In this case,
since the message is fixed before registration and all forwarding keys are sampled uniformly at ran-
dom during Il,cg, the resulting inputs to the streaming algorithm are pseudorandom. Correctness
and deletion robustness then suffice to argue that the estimate remains below ¢ with overwhelming
probability.

However, as noted in Remark 3, selective message security is an artifact of the proof strategy.
We therefore adopt a more general design that decouples handling of the streaming algorithm
from the selective-message restriction. In particular, when the message is chosen adaptively af-
ter some corrupt parties are registered, the input PRF(fk, m) is no longer pseudorandom, and the
estimate of the streaming algorithm can become arbitrarily inaccurate. Computing the inputs as
PRP(kmsg, PRF(fk, m)) ensures security even in the adaptive setting: pseudorandomness for corrupt
parties registered before message selection follows from the security of PRP (kmsg, -), while pseudo-
randomness for parties registered afterward follows from the uniform sampling of fk in Il eg.

Lemma 8 (Source Anonymity Against Registration Server). For all polynomials ¢ and real num-
bers e < 1/2, the scheme described in Figure 8 is source anonymous against the registration server
(Definition 10), where 1/¢ is polynomial in the security parameter A of the scheme.

Proof. The registration server, possessing the signing key skg;,, can locally generate the keys of Zirace
users. This allows it to forward the HTS signature through these users, decrypt the witness en-
cryption and learn the group signature computed by the source. However, the source’s anonymity
remains intact due to the anonymity properties of the group signature scheme, since the registra-
tion server lacks access to the group signature opening key oskgs. Observe that a user’s signing
key uskgs, under the group signature scheme, is only used to compute the signature o,. Thus,
source anonymity against the registration server follows from a straightforward reduction to the
anonymity of the group signature scheme. [

Lemma 9 (Traceability and Unframeability). For all polynomials t and real numbers ¢ < 1/2, the
scheme described in Figure 8 is tyyace-traceable and tiyace-unframeable (Definition 10), where tiace =
t/(1 —¢), and 1/e¢ is polynomial in the security parameter \ of the scheme.

Proof. We focus on arguing traceability; the proof for unframeability follows a similar approach
and is discussed later. We use a hybrid argument to show that for any non-uniform polynomial
time adversary .4, the output of the traceability experiment is 1 with at most negligible probability.

* Hyb,: This is the output of the traceability experiment when run with A i.e., this hybrid is equal
to ExpTraceyrs 4(1%).

* Hyb,: This hybrid is identical to the previous hybrid, except that the experiment outputs 0 when
oy fails to verify in step 3 of Open(msk, m, o).
If oy output by A fails to verify, then both Hyb, and Hyb, are 0. On the other hand, when
oo does verify, the correctness of the digital signature scheme and the completeness of the Punc-
turable NIZK and IVC guarantee that the IVC proof in o, verifies successfully, since o, is computed
by forwarding oy honestly. Thus, Hyb, < Hyb;.

* Hyb,: This hybrid is identical to the previous hybrid, except that PNIZK.SimProve and td, are
used to simulate 7, When computing o1, ...,o0, and within HFwd. Here, td, corresponds to
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the output of PNIZK.Puncture(td, v,) where td is the trapdoor output by PNIZK.Setup, and the
predicate v, evaluates to 1 on all inputs.

Hyb, = Hyb, from a straightforward reduction to the puncturable zero-knowledge property
of PNIZK.

Hybs: This hybrid is identical to the previous hybrid, except that it is 0 if L > firace and
Uniq.Query(e, sty) < t, where st, is the streaming algorithm state in o, and L is the number
of unique honest users used to forward oy and compute o,.

Observe that the adversary’s view is identical in Hyb, and Hybs. The only difference between
the two hybrids is that Hyb, is 1 when L > ttace and Uniq.Query(e, sty) < ¢, while Hybs is 0 in this
case. We will show that the streaming algorithm’s estimate on st is at least ¢ with overwhelming
probability when L > ti ace-

Let kmsg be the PRF key in 0y, and for each upk; output by A let fk; be the party’s correspond-
ing forwarding key. Let st{, := L and let

st; := Uniq.Update(e, st;_;, PRP(kmsg, PRF(fk;,m))), Vi € [€].

That is, sty in 0y denotes the streaming algorithm state obtained by updating the initial state st
in o with the inputs of the honest parties, whereas st), refers to the state computed using only
the honest parties’ inputs, ignoring any inputs already incorporated into stg. It then immediately
follows from the insertion robustness property that

Uniq.Query (e, stj) < Uniq.Query(e, sty).

Next, observe that the distribution of the state st; is indistinguishable from that computed us-
ing L uniformly random inputs. This is because each PRP(kmsg, PRF(fk;,m)) is pseudorandom:
PRF(fk;, m) is pseudorandom since the adversary’s view is independent of fk;, and applying a
permutation PRP to pseudorandom inputs yields pseudorandom outputs. In particular, note that
it suffices to have oracle access to PRF(fk;, .) in this hybrid since 7,4 is simulated. It then follows
from the correctness of the streaming streaming algorithm that the estimate on st} is at most eL
away from L. Combined with the previous observation, this implies that
t = (1 — €)tirace < Uniq.Query(e, st;) < Uniq.Query(e, sty)

with overwhelming probability. Thus, Hyb, < Hyb,.

Hyb,: This hybrid is identical to the previous hybrid, except that the experiment outputs 0 if
decryption of ctye within Open yields an invalid group signature.

When the NIZK proof m,, fails to verify, both Hyb; and Hyb, are 0. On the other hand, if 7.«
verifies successfully, the soundness of the NIZK guarantees that ct,. is an encryption of a valid
group signature. It then follows from the soundness of the NIZK and the perfect correctness of
the witness encryption scheme that Hyb; < Hyb,.

Hybs: This hybrid is always 0.

The only difference between Hyb, and Hybs is that Hyb, is 1 if the group signature ogs,
obtained by decrypting ct,., does not open to a corrupt user’s identity, while Hyby is 0 in this case.
However, observe that since the adversary never queries HSign on the message m, it follows from
a straightforward reduction to the traceability of the group signature scheme that Hyb, <~ Hyb..
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It follows from our argument that Hyb, = Hyb;. Since Hyb; is always 0, it follows any non-
uniform polynomial time adversary A wins the traceability experiment with at most negligible
probability.

Lastly, note that the scheme’s ti,,ce-unframeability property can be proved using a similar ar-
gument as the one used to prove ti..ce-traceability. The key distinction is that with the adversary’s
view now consisting of rskgs, the indistinguishability between Hyb, and Hyb; reduces to the un-
frameability property of the group signature scheme. [

Lemma 10 (Forwarder Anonymity). For all polynomials t and real numbers ¢ < 1/2, the scheme
described in Figure 8 is forwarder anonymous (Definition 10), where 1/¢ is polynomial in the security
parameter X\ of the scheme.

Proof. Consider any non-uniform polynomial time adversary A. We define the output of the for-
warder anonymity experiment to be 1 if upk,, upk; are not corrupt at the end of the experiment,
if the adversary did not query HFwd on m in the pre-challenge phase and if b = ¥'. The output of
the experiment is defined as 0 in all other cases. We show that .A wins the forwarder anonymity
experiment with at most negligible probability.

* Hyb,: This is the output of the forwarder anonymity experiment when run with A.

* Hyb,: This hybrid is identical to the previous hybrid, except that PNIZK.SimProve and td, are
used to simulate 7,y when computing forwards on behalf of honest users within the HFwd
oracle. Here, td, < PNIZK.Puncture(td, v,) where td is the trapdoor output by PNIZK.Setup,
and the predicate v, evaluates to 1 on all inputs.

Hyb, ~ Hyb, from a straightforward reduction to the puncturable zero-knowledge property
of PNIZK.

* Hyb,: This hybrid is identical to the previous hybrid, except for the following modification to
HFwdy and HFwd;. When forwarding any signature on the challenge message m output by A,
they compute the input to the streaming algorithm as fy = PRP(kmsg,70) for upky and f; =
PRP(kmsg, 1) for upk;, where ry and r; are uniformly random and sampled at the onset of the
experiment.

Let fk, and fk; denote the forwarding keys corresponding to upk, and upk; respectively. The
only difference between the two hybrids is in the input to the PRP when forwarding signatures
on the message m on behalf of upk, and upk;. In Hyb,, these are computed by evaluating the
PRF at m, under fk, and fk;, while in Hyb,, these are uniformly random. However, observe that
A’s view is independent of fk, and fk; since the Puncturable NIZK proofs are simulated and the
adversary never corrupts upk, and upk;. Moreover, A does not query HFwd on (upk,, m) nor
(upk;, m) in the pre-challenge phase, which implies that its view is independent of PRF(fkg, m)
and PRF(fky,m). It thus follows from the security of the PRF that Hyb, <~ Hyb,.

Observe that in Hyb,, HFwd, and HFwd; are identical. Thus, in this hybrid, b = b’ with probabil-
ity at most 1/2 for any adversary A. Since Hyb, < Hyb,, it follows that any non-uniform polynomial
time adversary wins the forwarder anonymity game with at most negligible probability. |

Theorem 11. For all polynomials t and real numbers ¢ < 1/2, the scheme described in Figure 8 is
a (tanon, ttrace)-secure succinct HTS scheme (Definitions 10 and 11), where tanon = t/(1 + €), ttrace =
t/(1 —¢), and 1/¢ is polynomial in the security parameter \ of the scheme.
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Proof. It follows from Lemmas 6 to 10 that the scheme is a (fanon, ttrace)-Secure HTS scheme. We
are left to argue that the scheme is a succinct HTS scheme. Observe that the only components of
the HTS signature that are updated on each forward are the streaming algorithm and IVC proof.
However, the succinctness of the streaming algorithm and compactness of IVC immediately imply
that the size of the HTS grows sublinearly in the length of the forwarding path. It follows that the
scheme is a succinct HTS scheme. |

7 Extensions to HTS

In this section, we discuss how our construction from Section 6 can be extended to support alter-
native definitions of viral traceback.

7.1 Unique Forwarders in a Graph

As discussed in Section 2, virality is modeled using a virality predicate over the forwarding graph—
a directed multi-graph that captures the flow of the message through the network, where nodes
represent users and edges represent forwarding events (see Section 2.1). Our focus until now
has been on the unique-forwarders-on-a-path predicate, which requires that the number of distinct
users along any forwarding path from the source to a recipient is at least . We now consider a
more general predicate, which we refer to as unique-forwarders-in-a-graph. This predicate requires
that the number of distinct users in a subgraph between the source and a sink node in the for-
warding graph is at least t—that is, virality is determined based on the number of distinct users in
a forwarding subgraph, rather than a single path. In the context of HTS schemes, each signature
must track the number of distinct users in such a subgraph and, in effect, serves as a proof that the
subgraph contains at least ¢ distinct users. The source node corresponds to the originator of the
message, and the sink node corresponds to the user performing the final forward that generated
the signature. The signature can then be used to de-anonymize the source if the number of distinct
users in the underlying subgraph reaches the threshold ¢. We next discuss how our construction
from Section 6 can be modified to capture this virality predicate.

To enable tracking the number of distinct users in a subgraph, we augment an HTS scheme with
the ability to merge signatures originating from the same source. Specifically, if a user receives the
same message—originating from the same source—from two different forwarders, they can merge
the corresponding signatures to compute the number of distinct users across both forwarding paths.
More generally, this allows the recipient to count the number of distinct users in the union of the
subgraphs associated with each signature. To support merging of signatures, we observe that we
need two additional properties from our building blocks.

* Streaming Algorithms with Mergeable State: Our construction relies on streaming algorithms
to count the number of distinct forwarders. Thus, to merge signatures, we need the ability to
merge two streaming algorithm states—each corresponding to a different stream of inputs—such
that the merged state counts the number of distinct inputs across both substreams. Specifically,
consider two streaming algorithm states: one updated with inputs (zi,...,x,) and the other
updated with the inputs (y1, ...,y ). The merged state should count the number of distinct val-
ues in (x;);_, || (vi)i~,. In our HTS construction, the IVC ensures consistency across overlapping
inputs: if the same party appears in both subgraphs being merged, then its contributions z; and
y; to the respective states are equal, i.e., x; = y;.
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Many streaming algorithms are already equipped with this property. For example, the streaming
algorithm that we discuss in Figure 6 maintains the v most minimum values in the stream, where
~ depends only on the error parameter e. It is then easy to see that one can merge two states
of this streaming algorithm by retaining only the v most minimum values from both the input
states.

* Proof Carrying Data: The validity of the streaming algorithm state is ensured by the IVC. How-
ever, since we now hope to merge states of the streaming algorithm that belong to two different
signatures (originating from the same source), we also need a mechanism to output a proof of
correctness for the merged state. In more detail, the IVC in Figure 8 takes a streaming algorithm
state and its proof of correctness, a witness, and the next state and produces a proof of correct-
ness for the next state. To support merging of streaming algorithm states, we would require an
IVC that as input two streaming algorithm states and their corresponding proofs of correctness,
a witness, and the merged state and outputs a proof of correctness for the merged state. In other
words, we require the IVC to merge proofs of correctness on each of its inputs and output a proof
of correctness for its output. This property is provided by a generalization of IVC called Proof
Carrying Data (PCD) [CT10] which is a primitive used to prove that each step of a distributed
computation was carried out correctly, where in a single step a node that gets a set of inputs and
proof of correctness for each input uses its local data to compute the input for the next step.

It is then easy to see that our construction can be modified to support the unique-forwarders-in-a-
graph predicate by adding a merge algorithm to merge the states of the streaming algorithm and
then computing a proof of correctness for the merged state. Moreover, the witness encryption now
requires a PCD as the proof of correctness for the streaming algorithm state.

Note that this now allows honest parties to merge signatures and count distinct forwarders in
the subgraph rather than counting forwarders only on a single forwarding path. While corrupt
parties may choose not to merge signatures, they cannot arbitrarily inflate the count. As a result,
source anonymity continues to hold, following a similar argument as in the original construction.

7.2 HTS with Forward Secrecy

Our definition of HTS schemes in Section 4 requires source anonymity only against a non-colluding
registration server and E2EE server. Indeed, our construction in Section 6 is insecure if an adversary
corrupts both servers: it can use the registration server’s secret key to generate the key material of
more than t.ce users, which in turn allows it to render any message viral and subsequently use
the E2EE server’s opening key to deanonymize the source. As discussed in Section 2.1.1, ensuring
a meaningful notion of virality requires assuming that the registration server does not collude with
the E2EE server.

Nevertheless, it is natural to ask if we can mitigate the impact of a colluding registration server.
In this section, we discuss how our HTS construction can be extended to provide a notion of for-
ward secrecy: users who register after a message is sent cannot contribute to the count of distinct
forwarders for that message. Informally, this means that once a signature is created, only users
who were registered at the time of creation can influence the hop count. This ensures that mes-
sages sent before the registration server is corrupted continue to preserve source anonymity, even if
the adversary subsequently compromises the server and registers additional users in an attempt to
inflate forwarder counts.
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We propose the following modifications to our construction from Section 6 to ensure forward
secrecy.

* The setup algorithm generates a keypair (pk, sk) for a public-key encryption scheme and includes
the public key pk in the CRS. The corresponding secret key sk is not provided to any user or server.

* During registration, the user obtains its secret key as before, along with an additional random
bitstring » € {0, 1}*. The registration server also receives a ciphertext ct = Enc(pk, fk; ) i.e., it
obtains an encryption (which we will later use as a commitment) of the user’s forwarding key fk
under the public key pk and randomness .

* The registration server computes a Merkle hash h over all ciphertexts ctj,...,cty generated
during user registrations and publishes & as part of the public parameters. This hash serves as a
commitment to the set of users registered up to that point. Additionally, the server sends each
user a Merkle opening (or hint) p; of their ciphertext ct;, which encrypts their forwarding key.

* While the input to the streaming algorithm is computed as before when forwarding signatures,
the IVC statement requires each forwarder to prove the following: (1) there exists a Merkle
opening p; that opens h to ct; (2) there exists randomness r; and a forwarding key fk; such that
ct; = Enc(pk, fk;; r;), and (3) fk; was used to compute the input to the streaming algorithm. Note
that the IVC statement now includes the Merkle hash h. As a result, when a user generates a
new signature, h is embedded in the statement of the witness encryption, which, in turn, verifies
the IVC proof.

At a high level, forward secrecy is achieved by including the Merkle hash % in both the witness
encryption statement and the IVC. This ensures that deanonymizing the source is only possible if
the streaming algorithm is updated using inputs from users whose encrypted forwarding keys were
included in the computation of h. As a result, users who register after the message was sent do not
possess a valid opening under the Merkle hash embedded in the witness encryption, and therefore
cannot contribute to updating the streaming algorithm state when forwarding the signature.

One limitation of the scheme described above is that, whenever a new user joins the system,
the Merkle hash A must be recomputed, and updated openings (or hints) must be provided to
all previously registered users. However, there are generic techniques to mitigate this overhead,
allowing the number of updated hints required per user to scale only with O(log N), where N is
the total number of registered users [GHMR18, GHM ™19, HLWW23, GKMR23].

Remark 6. A key advantage of the forward secure HTS variant described in this section is that the
registration server no longer requires the signing key sk, used to issue certificates in Figure 8.
This is because the Merkle hash published by the server authenticates the forwarding keys held
by users. Eliminating the need for this signing key is crucial to achieving forward secrecy: if
an adversary were to obtain sk, they could generate certificates for arbitrary forwarding keys
and thereby deanonymize signatures retroactively—including those generated before the key was
compromised. In the forward-secure variant, the only secret held by the registration server is
the group signature registration key rsk, which does not impact source anonymity. Instead, it is
used to ensure that users encrypt a valid identity within the witness encryption. Moreover, the
unframeability property of the group signature scheme guarantees that even if an adversary learns
rsk, it cannot be used to frame honest users.
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