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Abstract. Anonymous rate-limited tokens are a special type of credential that can be used to improve
the efficiency of privacy-preserving authentication systems like Privacy Pass. In such a scheme, a user
obtains a “token dispenser” by interacting with an issuer, and the dispenser allows the user to create up
to a pre-determined number k of unlinkable and publicly verifiable tokens. Unlinkable means that one
should not be able to tell that two tokens originate from the same dispenser, but also they cannot be
linked to the interaction that generated the dispenser. Furthermore, we can limit the rate at which these
tokens are created by linking each token to a context (e.g., the service we are authenticating to), and
imposing a limit N ď k such that seeing more than N tokens for the same context will reveal the identity
of the user. Constructions of such tokens were first given by Camenisch, Hohenberger and Lysyanskaya
(EUROCRYPT ’05) and Camenisch, Hohenberger, Kohlweiss, Lysyanskaya, and Meyerovich (CCS ’06).
In this work, we present the first construction of everlasting anonymous rate-limited tokens, for which
unlinkability holds against computationally unbounded adversaries, whereas other security properties
(e.g., unforgeability) remain computational. Our construction relies on pairings. While several param-
eters in our construction unavoidably grow with k, the key challenge we resolve is ensuring that the
complexity of dispensing a token is independent of the parameter k.
We are motivated here by the goal of providing solutions that are robust to potential future quantum
attacks against the anonymity of previously stored tokens. A construction based on post-quantum
secure assumptions (e.g., based on lattices) would be rather inefficient—instead, we take a pragmatic
approach dispensing with post-quantum security for properties not related to privacy.

1 Introduction

This paper is concerned with the problem of building anonymous credentials, and more precisely rate-
limited tokens, for which anonymity is everlasting, i.e., it holds unconditionally, whereas other properties
hold computationally. Our main goal is to benefit from existing group-theoretic machinery for efficiency, while
at the same time resisting store-now/break-later attacks against anonymity by future quantum computers.

The key feature of anonymous credentials [Cha82, CL01, CL03, CL04] is that they are issued via a secure
protocol between an issuer and a user, where the issuer need not know or learn the full set of attributes it is
certifying; furthermore, they are demonstrated anonymously by the user via a zero-knowledge proof, so that
the verifier need not learn anything about the user other than the fact that the user’s identity attributes
satisfy a given access policy. They are the preferred solution for ongoing efforts to develop digital identity
apps [ARF24], as they enforce data minimization and ensure that citizens do not leave behind a trace that
would allow linking different transactions of the same user.

In many contexts, it is important to limit the number of times a credential is demonstrated by a particular
user. For example, a credential may warrant access to a service only for a bounded number of times, such
as in web authentication tokens like Privacy Pass [DGS`18]. (In fact, Privacy Pass itself relies on one-time
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tokens that can only be used once.) A similar scenario arises in e-cash tokens, which can be spent within
some limited value. Another common reason to limit the number of demonstrations of a credential is that
we want to limit the damage arising from an adversary who has obtained a credential.

Anonymous Credentials, E-Cash and E-Tokens with Context-Based Restrictions. One way to mitigate the
extent to which a rogue user can overshare an anonymous credential is to require that there be a unique,
deterministic pseudonym that corresponds to this user’s relationship to each verifier it interacts with, or,
more generally, for any given transaction’s context. That way, the user cannot create multiple Sybils for
the same credential. This was part of early work on DAA [BCC04]: this pseudonym was computed as a
pseudorandom function of the user’s secret key (which is one of the attributes of its anonymous credential)
and the verifier’s identity. Thus, there was a context-based limit: for each verifier, the user could establish
just a unique pseudonym.

Camenisch, Hohenberger and Lysyanskaya [CHL06] (CHL) extended this idea to develop an e-cash sys-
tem that incorporated context—i.e., the merchant’s identity—into the e-coin to achieve money-laundering
protection. Here, the context-based limit is that a user could not anonymously spend more than N e-coins
with the same merchant. The main idea behind the CHL approach is to also think of an e-coin as a cre-
dential where one of the attributes is a seed/key s for a pseudorandom function Fsp¨q. Each transaction
includes a serial number sn computed as sn “ Fspctxt, iq and a proof that sn was computed correctly for
some 0 ď i ă N . This ensures that at most N e-coins can be spent in any given context ctxt; for example, if
the context is the identity of the merchant, that limits the total number of coins that can be spent with this
merchant. (An additional serial number, computed without the context, is also included to enforce a total
spending limit.) Following on their earlier work on compact ecash [CHL05], the CHL solution also provides
a mechanism to recover the user’s identity in the event that the same serial number sn was used in more
than one transaction.

Camenisch, Hohenberger, Kohlweiss, Lysyanskaya and Meyerovich [CHK`06] (CHKLM) later extended
this approach to compact e-tokens. Here, instead of a total limit on the number of transactions with a
particular credential, or a limit per merchant, it was the rate of transactions that was limited, for example
up to N per day. To accommodate this use case, the serial number is still sn “ Fspctxt, iq, but now the
context ctxt is the date.

Towards post-quantum “privacy”. Crucially, the CHL/CHKLM architecture is generic and can be instanti-
ated with any signature scheme, PRF, and zero-knowledge proof system; so, should our goal be to achieve
security in the post-quantum setting, all components would need to be instantiated with post-quantum-secure
primitives—the resulting construction would however be fairly expensive.

However, post-quantum-unforgeable digital signatures can be an overkill in this scenario, as non-post-
quantum signatures would be forgeable only if a quantum computer is indeed available. Until then, a more
pragmatic and efficient approach may be preferable, namely one where:

‚ We stick to group-based signatures, such as CL [CL03], BBS [ASM06, CDL16, TZ23], or structure-
preserving signatures (SPS) [AFG`10], which admit efficient proof systems.

‚ At the same time, we aim to achieve post-quantum privacy, even if the underlying signature can be
forged by a quantum computer. Indeed, if privacy of the tokens does not hold against quantum attacks,
malicious actors may collect already spent tokens ahead of time today and use quantum computers (once
available) to link transactions afterwards.

Everlasting Anonymous Rate-Limited Tokens. To implement the above goals, we will not rely on any post-
quantum assumption for privacy. Instead, we ask whether we can achieve the even stronger notion of pri-
vacy against unbounded adversaries. Concretely, we construct what we refer to as Everlasting Anonymous
Rate-Limited Tokens (EARLT), achieving similar functionality to CHKLM e-tokens, but with everlasting
anonymity guarantee and with some changes in the security definitions.

Concretely, in an initial interaction with the issuer, the user obtains what we call a token dispenser,
parametrized by two parameters N and k, where N ď k. The token dispenser will allow the user to generate
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CHKLM
[CHK`06]

polypλq polypλq logN ¨ polypλq logN ¨ polypλq Op1q Oplog logNq

Naive: deg k
polynomial

k ¨ polypλq polypλq pk ` logNq ¨ polypλq logN ¨ polypλq Opkq Oplog logNq

EARLT
(Sec. 5)

k log2 k ¨ polypλq polypλq logN ¨ polypλq logN ¨ polypλq Opkq Oplog λq

Fig. 1. Comparison on efficiency metrics of the described approaches. Note that anonymity of the CHKLM construc-
tion is computational, while others are everlasting. The runtime columns denote the running time for the User (User),
Issuer (I), Showing (Show), and Verification (V) algorithms. The sizes are measured in the number of group elements
and scalars. Denote k as the total token limit per dispenser before anonymity is not guaranteed (does not apply for
the CHKLM approach), and N as the limit on tokens per context string. :: The polynomials in poly are different for
each quantity.

(or “show”) publicly verifiable tokens, each of them associated with a context string ctxt. Then, as long as
a particular token dispenser has not been used to show more than k tokens, and no more than N tokens
have been shown for a particular context, no unbounded adversary will be able to link token showings with
each other or link them to a particular issuance session. Further, any set consisting of more than N tokens
generated by the same dispenser and associated to the same context can be used to reconstruct the identity
of the user.

Our construction is based on bilinear pairing groups, mainly utilizing KZG commitments [KZG10], SPS
schemes [AFG`10], and Groth-Sahai proofs [GS08]. Crucially, our issuance protocol only requires commu-
nication and computational costs for the issuer that is independent of k, making it more ideal than issuing
multiple one-time-use tokens, e.g., as in Privacy Pass.

We give technical details in the overview below. However, we stress here that our construction is non-
trivial. One could indeed attempt to instantiate the CHKLM e-token construction with a k-wise independent
function (more specifically, a random degree k polynomial) instead of the PRF, but as we explain below, this
would lead to a construction where showing a token requires time that grows (linearly) with k. Instead, we
are going to propose a construction where the showing time is independent of k. In Figure 1, we overview the
asymptotic parameters of our construction in comparison with the CHKLM construction (without everlasting
privacy) and the naive construction using polynomials. We note that our dependence on k at issuance is
somewhat inherent.

1.1 Technical Overview

Before going into the technical details of the construction, we want to briefly discuss the syntax and security
of rate-limited tokens.

Everlasting anonymous rate-limited tokens. An EARLT scheme consists of the issuer with their
issuer’s keys pskI, pkIq, the user(s) with their user keys pskUser, pkUserq, and the verifier(s). The users’ are
identified through their public keys. The primitive consists of the following components:

‚ An issuance protocol allowing the user to obtain a token dispenser D certified by the issuer’s secret
key.

‚ Showing and verification: The user, given their own dispenser D, a nonce r and a context ctxt,
generates a token τ with serial number sn that can be verified using the issuer’s public key.

‚ Identifying/Linking a double-spender from two tokens for the same context with identical serial num-
ber.

We now discuss the required security properties and refer to Section 3 for more details and distinction from
prior definitions.
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‚ Everlasting anonymity: No unbounded adversarial collusion of issuers and verifiers can link tokens
with each other or with an issuance session, if no dispenser is used more than the per-context limit N
or the total limit k.

‚ Unforgeability: ensures that no adversary who is issued Q dispensers can produce more than Q ¨ N
tokens with distinct serial numbers that are valid for a particular context ctxt.

‚ Linkability: ensures that the verifier can detect and identify a double-spender. In particular, no ad-
versary who can request multiple token dispensers can find two tokens such that (1) they verify with
the same context and different nonces, (2) their serial numbers are identical, and (3) the identification
algorithm returns a public key that does not correspond to any issuance session. Our linkability notion
strengthens the definition in [CHK`06], which only considers adversaries with one issued dispenser.

‚ Exculpability: No malicious users, even when colluding with the issuer, can frame honest users as a
double-spender. Framing, in this context, means forcing the identification algorithm to output an honest
user’s public key.

CHKLM rate-limited tokens.As mentioned earlier, the CHKLM [CHK`06] approach relies on a signa-
ture scheme, a PRF, and zero-knowledge proofs. In particular, the dispenser contains the secret key skUser,
a PRF seed s, and a signature σ on pskUser, sq. To show a token for a context string ctxt and nonce r P Zp,
the user increments a counter cnt (i.e., number of tokens already shown for ctxt), and computes the serial
number and double-spending equation (which will be used to identify a double-spending user) as follows

sn “ F ps, p0||ctxt||cntqq, dbsp “ r ¨ F ps, p1||ctxt||cntqq ` pkUser .

The token consists of sn, dbsp and a proof π proving knowledge of skUser, s, σ and cnt such that (1) σ is valid
for pskUser, sq with respect to pkI, and (2) sn and dbsp are computed as above, and (3) cnt P r0, N ´ 1s.
For identification, assuming that one has two tokens computed from the same skUser, s, ctxt, cnt but with
different nonces r ‰ r1, the serial number would be identical and solving simple linear equation on dbsp
will reveal pkUser. Since one can use statistical zero-knowledge proofs, the major roadblock to achieving
everlasting anonymity is the reliance on the PRF. In particular, sn and dbsp look pseudorandom only against
computationally bounded adversaries.

Naive construction: degree-k polynomials.Our first attempt in such a construction is to replace the
PRF with a k-wise independent function family, namely a random Zp-polynomial of degree k. In particular,
the user samples a random polynomial f of degree k and commits to f via a KZG commitment [KZG10]
Cf . This commitment is then signed along with pkUser by the issuer via a structure-preserving signature.

To show a token for a context string ctxt, the user increments a counter cnt P r0, N ´ 1s, keeps track of
the number of times a token has been shown for this context, and computes the serial number sn “ fpxq
where x “ ctxt ¨ N ` cnt (assuming 0 ď x ă p). Then, it computes an opening of the KZG commitment
with respect to the evaluation of x as fpxq and provides a zero-knowledge proof attesting that it knows a
counter, a KZG commitment of f , a valid signature of the commitment, and an opening of the commitment
with respect to x and sn “ fpxq. As the verification of KZG and SPS can be written as pairing product
equations, the proof can be efficiently instantiated with Groth-Sahai proofs [GS08].

Double-spending detection can be incorporated by having the user sample an additional polynomial
f 1, similarly commit it as Cf 1 , and have it signed along with ppkUser, Cf q. The value dbsp is computed as
r ¨ f 1pxq ` skUser and tracing can be done similarly to CHKLM approach.

However, the showing of this construction runs in time linear in k. This is due to (1) evaluating the degree
k polynomials f, f 1 and (2) computing the openings of the KZG commitments. Since the user does not know
in advance which context it will show a token for, neither (1) nor (2) can be precomputed. In general, this
makes the showing (which in applications is performed very frequently) as costly as the user’s computation
at issuance (which is only done once). This is prohibitively inefficient for scenarios where the user needs to
produce a large number of tokens within a short time frame (e.g., accessing multiple subscription services at
once, or making multiple payments at a time). See Figure 1 for comparison with our solution below.

Our solution: (almost) k-independent functions with locality. Ideally, we want the showing run-
time to be independent of the parameter k. To achieve this more stringent efficiency requirement, we instan-
tiate the k-wise independent function with the Pagh-Pagh [PP08, BHKN19] function family instead of degree
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Input: x “ ctxt ¨N ` cnt P Zp

f2f1 g

y1 P Zp y2 P Zp z P Zp

ȳ1 P r0, 2
m
´ 1s ȳ2 P r0, 2

m
´ 1s

T1 T2

t1 P Zp t2 P Zp

‘

Output: out

pmod 2mq

Poly Com. Cf,j ,
Cg via KZG

Vector Com.
CT,j via KZG

Proved with
Groth-Sahai

Proved with
Groth-Sahai

Proved with
Πtrunc

Fig. 2. Our particular instantiation of Pagh-Pagh function family. The green and blue boxes denote the keys for
the function with f1, f2, g being polynomials of degree d “ Θpλq and T1, T2 be tables of size S “ Θpkq. The gray
boxes denotes how each part is committed to by the user at issuance time. The pink boxes denote how to prove the
correctness of each computation step.

k polynomials. Each function Fkey : D Ñ R (where R is a group) is defined by a key key consisting of d-wise
independent functions h1, h2 : D Ñ r0, S ´ 1s, g : D Ñ R and uniformly random tables T1, T2 P RS (i.e.
uniformly random RS vectors). The function Fkey is computed via Fkeypxq “ T1rh1pxqs ` T2rh2pxqs ` gpxq.
For d “ Θpλq and S “ Θpkq, no unbounded adversary, making k adaptive queries to an evaluation oracle,
can distinguish it from a random function with non-negligible advantage (in λ).

For compatibility with prime-order group structure, we particularly instantiate this function family by:
(a) Set D “ R “ Zp and S “ 2m “ Θpkq for some integer m, (b) Define the functions h1, h2 : Zp Ñ r0, S´1s
with uniformly random polynomials f1, f2 P Zďdp rXs where hjpxq “ pfjpxq pmod Sqq, and (c) Set g to be a

uniformly random degree d in Zďdp rXs.4 Evaluating the function takes time linear in d “ Θpλq, independent
of k, and the key size is only a constant factor larger than the naive approach.

To efficiently instantiate our solution with this function, we modify the following components from the
naive construction. (Also, see the figure summarizing our approach in Figure 2, and refer to Sections 4 and 5
for more details in our building blocks and construction, respectively.):

‚ Commitments to the function key. We individually commit to the polynomials f1, f2, g as Cf,1, Cf,2,
Cg via KZG. To commit to tables T1, T2 as CT,1, CT,2, we also use KZG but as a vector commitment
scheme, i.e., by committing to a polynomial interpolating the value at each position i P r0, S ´ 1s. Here,
CT,j are only opened on positions i P r0, S ´ 1s, so the user can precompute all the openings at issuance
time to save cost during showing—this can be done in OpS log2 Sq group exponentiations for certain (but
large and widely available) class of groups [FK23].

‚ Proof of correct evaluation. To prove that sn and dbsp are computed correctly with respect to the
signed commitments, we consider the intermediate values y1, y2, ȳ1, y2, z, t1, t2 as illustrated in Figure 2.
Then, we commit to each of the intermediate values and the KZG commitments using Groth-Sahai
commitments and prove the following constraints with respect to the committed values:

4 The readers may notice that f1, f2 are not k-wise independence, but almost k-wise independence. This however
only negligibly affects the security of the function family. We refer to Appendix A for further discussion.
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´ Polynomials f1, f2, g are evaluated correctly. As in the naive construction, the user computes
the corresponding KZG openings to Cf,j and Cg and relies on Groth-Sahai to prove knowledge of
such openings.

´ Correct positions of T1, T2 are used. The user takes the precomputed openings of CT,j and proves
knowledge of it analogously.

´ Outputs of f1, f2 are truncated correctly. Here, we need to show that the evaluation yj “ fjpxq
and the index ȳj P r0, S ´ 1s are such that ȳj “ yj pmod Sq. Since we set S “ 2m for some m P N,
this is equivalent to proving that the scalar yj when written as an integer in r0, p´ 1s and truncated
to an m-bit integer is equal to ȳj . Here, we rely on a special purpose non-interactive ZK proof system
Πtrunc, which we detail in Section 5.2, to prove that the truncation is done correctly.
As an intuition, we show that there exists a bit-decomposition of yj denoted pb0, . . . , bnq where

n “ tlog pu such that yj “
řn
i“0 bi2

n and ȳj “
řm´1
i“0 bi2

i. However, this condition is not sufficient,
because in the field Zp (which is the underlying field our proof system is working with), the n-bit
decomposition of yj can be ambiguous, i.e., there can be two possible n-bit decompositions of yj due
to the wrap-around modulo p. We overcome this issue by identifying the necessary and sufficient
conditions for this particular statement and give a proof system by using similar techniques as
Bulletproof [BBB`18] and Compressed Σ-protocols [AC20]. Efficiency-wise this proof is comparable
to range proofs, which are already used in the CHKLM protocol to show that cnt P r0, N ´ 1s.

Security.Finally, we provide some intuition on why the sketched scheme (with some modifications) satisfies
each required security property. For the detailed proofs and discussion, refer to Section 6.

Everlasting anonymity. In addition to pseudorandomness of the selected function family against any
unbounded adversary, we also need that (1) the commitments to each component of the function key are
statistically hiding and (2) the proof systems we use are statistically zero-knowledge. For (1), we rely on
the perfectly hiding variant of KZG [KZG10]. For (2), we can generate the CRS of Groth-Sahai proofs in
the perfectly hiding mode. Concerning the proof system Πtrunc, we provided an instantiation where the zero-
knowledge guarantee does not rely on the random oracle, but is in fact statistical. This can be achieved via
techniques from e.g. [Gro04, Dam00, CDS94] (also see Section 5.2).

Unforgeability. At a high-level, if an adversary outputs more valid tokens with distinct serial numbers for
a context string ctxt than allowed (i.e., number of issuance queries QIss times number of tokens allowed per
context N “ 2`cnt), then by proof of knowledge property, we can extract the underlying witnesses containing
(a) the tuple of commitments and public key, (b) a valid signature on this tuple, and (c) intermediate values
and corresponding openings to each evaluation step (including the counter). Now, one of the the following
cases must occur:
(1) One of the extracted tuple of commitments was not signed at issuance time. In this case, we break

unforgeability of the SPS scheme.
(2) All QIss ¨N ` 1 extracted tuple of commitments are signed. Note that the counter cnt P r0, N ´ 1s is also

extracted. Therefore, by the Pigeonhole principle, there are at least two tokens with the same extracted
tuple of commitments and counter. Since the serial numbers of these tokens are different, the adversary
either breaks soundness of the proof systems or binding of the KZG commitments. Otherwise, the serial
numbers should be identical.

Note that the intermediate values and the openings of KZG commitments contain Zp-scalars, but the ex-
tractability of Groth-Sahai proofs only allows extracting group elements (if a witness a is in Zp, we extract
aG1 instead). Hence, we additionally require the user to prove knowledge of the underlying discrete loga-
rithms. This raises additional challenges in the proof provided in Section 6.2.

Linkability. If an adversary can double-spend, i.e., producing two tokens with the same serial number
sn0 “ sn1 that are both valid for the same context ctxt but for different nonces r0 ‰ r1, we want the
identification algorithm to output one of the adversarial users’ public keys. Assume towards contradiction
that none of the adversarial users can be linked. Proceeding as in the unforgeability proof, we extract the
underlying witnesses and also rule out the case where the extracted tuple of commitments and public key is
not signed. Hence, we only need to consider the following three cases:
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(1) For both tokens, the extracted commitments and public key are from the same issuance session and the
extracted counters cnt0 “ cnt1 are identical

(2) For both tokens, the extracted commitments and public key are from the same issuance session but the
extracted counters cnt0 ‰ cnt1 are distinct.

(3) The extracted commitments and public key are from different issuance sessions.

To rule out case (1), just as in the argument for unforgeability, we can rely on binding of KZG or
soundness of the proof systems.

Case (2) corresponds to the adversary finding a collision in the committed function, i.e., we have two
inputs pctxt||cnt0q, pctxt||cnt1q evaluating to the same sn0 “ sn1. In the CHKLM construction, this case does
not occur as they use DY-PRF [DY05], which is a bijection from Zp to G. To ensure that this event does
not occur (barring some negligible probability), we make the following modifications: (a) we enlarge the
range of the function so that the serial number is in Z2

p and (b) instead of computing sn “ Fkeypctxt||cntq,
we compute sn “ F˚key,γ0,γ1

pctxt||cntq “ Fkeypctxt||cntq ` cnt ¨ γ0 ` γ1, where γ0,γ1 P Z2
p are randomization

factors sampled by the issuer after the user sends the commitments to the keys. We can show that except for
negligible probability over γ0,γ1, via simple union bound, this function has no collisions. This modification
also allows us to deal with case (3), which is the event that the adversary finds two inputs that make the
outputs of two functions collide.

The actual proof, given in Section 6.3, is more complex than this outline. In particular, the argument
sketched above for (2) and (3) works if we make an assumption that key is fixed at issuance when the
adversary sends the commitments. In actuality, this is not necessarily the case as the KZG commitments are
only computationally binding and the events above do not immediately imply breaking evaluation-binding
of KZG. Still, it is possible to reduce to a stronger binding property (which we defined Section 2), which for
the case of KZG is implied by the recently proposed falsifiable ARSDH assumption [LPS24] (and we show
such implication in Appendix B.1).

Exculpability. Exculpability can be established from everlasting anonymity and additionally relying on the
DLOG assumption. In a nutshell, everlasting anonymity ensures that the tokens reveal no information about
the honest users; hence, the only way to frame an honest user is by extracting the secret key of this user,
breaking the DLOG assumption.

2 Preliminaries

Notations.We denote rn,ms “ tn, n`1, . . . ,mu for any integers n,m where n ď m and rns “ r1, ns for any
positive integer n. Throughout the paper, we use λ as the security parameter. Denote x Ð a as assigning
value a to a variable x. Denote aÐ$ S as uniformly sampling a from a finite set S. We denote yÐ$ Apxq
as running a (probabilistic) algorithm A on input x with fresh randomness and rApxqs as the set of possible
outputs of A; py1, y2q Ð$ xApx1q é Bpx2qy denotes a pair of interactive algorithms A,B with inputs x1, x2

and outputs y1, y2 respectively. We denote formal variables in polynomials with sans-serif letters (e.g., X,Y).
For any prime modulus p, let Zďdp rXs denote the ring of Zp-polynomials with degree at most d. We might
refer to polynomial gpXq using the shorthand g when it is clear from the context. We often denote vectors
using bold-sized letters (e.g., v,H).

Bilinear pairing groups. We work with prime order groups. For any such group G of order p, we denote
0G as the identity element, and G˚ “ Gzt0Gu. We adopt additive notations for group elements, and denote
group elements with upper-case letters and scalars with lower-case letters. For G P G˚ and H P G, we denote
dlogGpHq P Zp as the discrete logarithm of H base G.

A bilinear group parameter generator is a probabilistic algorithm GGen taking input 1λ and outputting
pp,G1,G2,GT , eq such that G1,G2 and GT are groups of λ-bit prime order p, and e : G1 ˆ G2 Ñ GT is a
bilinear map. In particular, the map e satisfies (1) bilinearity, i.e., for any A P G1, B P G2 and x, y P Zp,
e pxA, yBq “ pxyq ¨ e pA,Bq, and (2) non-triviality, i.e., for any G1 P G˚1 , G2 P G˚2 , e pG1, G2q P G˚T . We
assume that the group descriptions contain the generators G1 P G˚1 , G2 P G˚2 , GT P G˚T .
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Cryptographic assumptions. In this work, we consider the DLOG assumption, SXDH assumption (which
is DDH assumed over the two source groups), q-SDH assumption, and q-ARSDH assumption (recently
proposed in [LPS24]) with the games defined in Figure 3. Note that q-ARSDH assumption implies q-SDH
assumption, which implies the DLOG assumption. For DLOG, q-SDH, and q-ARSDH games, we denote the
corresponding advantage as

Adv
dlog{q-sdh{q-arsdh
GGen pA, λq :“ PrrpDL{q-SDH{q-ARSDHqAGGenp1

λq “ 1s .

For the DDH game on Gt for t P t1, 2u and the SXDH assumption, we have that

Advddh
GGen,tpA, λq :“ |PrrDDHA

GGen,0,tp1
λq “ 1s ´ PrrDDHA

GGen,1,tp1
λq “ 1s| ,

Advsxdh
GGenpA, λq :“ Advddh

GGen,1pA, λq ` Advddh
GGen,2pA, λq .

Game DDHA
GGen,b,tp1

λ
q : // b P t0, 1u, t P t1, 2u

pp,G1,G2,GT , eq Ð$ GGenp1λq

x, y, z Ð$ Zp
Z0 Ð xyGt;Z1 Ð zGt

b
1
Ð$ Appar, xGt, yGt, Zbq

return b
1

Game q-ARSDHA
GGenp1

λ
q :

pp,G1,G2,GT , eq Ð$ GGenp1λq

xÐ$ Zp

pS Ď Zp, Y P G1, Z P G1q Ð$ Appar, pxiG1qiPrqs, xG2q

return |S| “ q ` 1 ^ Y ‰ 0G1
^ Y “

ź

sPS

px´ sq ¨ Z

Game DLA
GGenp1

λ
q :

pp,G1,G2,GT , eq Ð$ GGenp1λq

xÐ$ Zp
x
1
Ð$ Appar, xG1, xG2q

return px “ x
1
q

Game q-SDHA
GGenp1

λ
q :

pp,G1,G2,GT , eq Ð$ GGenp1λq

xÐ$ Zp

pe, Zq Ð$ Appar, pxiG1qiPrqs, xG2q

return pZ “
1

x` e
G1q

Fig. 3. Games for each group-based assumptions.

Interactive proofs. An interactive proof system Π “ pΠ.Setup, Π.P, Π.Vq for a family of relations R
with the following syntax:

‚ crsÐ$ Π.Setupp1λq generates the crs which also defines the relation R “ Rcrs. We will often omit the
subscript crs when clear from the context. We also denote the induced language of R as LR :“ tx : Dw :
px,wq P Ru.

‚ pK, 0{1q Ð$ xΠ.Ppcrs,x,wq é Π.Vpcrs,xqy is a p2µ ` 1q-move protocols between the prover and the
verifier.

We say that an interactive proof system is public-coin if the randomness of the verifier is made public. We
recall the definition for tree of transcripts from [AFK22].

Definition 2.1 (Tree of transcripts [AFK22]). Let k1, . . . , kµ P N. A pk1, . . . , kµq-tree of transcripts for
a p2µ`1q-move public-coin interactive proof Π is a set of K “

śµ
i“1 ki transcripts arranged in the following

tree structure: The nodes in this tree correspond to the prover’s messages and the edges to the verifier’s
challenges. Every node at depth i has precisely ki children corresponding to ki pairwise distinct challenges.
Every transcript corresponds to exactly one path from the root node to a leaf node.

We require that the proof system satisfies the following properties.

Correctness. For any crs P rΠ.Setupp1λqs and px,wq P R, xΠ.Ppcrs,x,wq é Π.Vpcrs,xqy always output 1.

pk1, . . . , kµq-out-of-pN1, . . . , Nµq Special-soundness. For a relaxed relation rR Ě R, given a pk1, . . . , kµq-
tree of valid transcripts for Π, there exists an extractor Ext which extracts a valid witness w such that
px,wq P rR.
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Special honest-verifier zero-knowledge. There exists a simulator Sim such that for any crs P rΠ.Setupp1λqs,
px,wq P R, and randomness ρ for V, the distributions of transcripts trans from xΠ.Ppcrs,x,wq é
Π.Vpcrs,x; ρqy and Simpcrs,x, ρq are identical.

Zero-knowledge. There exists a simulator Sim “ pSimSetup,SimPq such that (a) the CRS generated from
pcrs, tdq Ð$ SimSetupp1

λq is indistinguishable from Π.Setup, i.e., the following advantage is bounded

AdvdistΠ,SimpA, λq :“ |PrrApcrsq “ 1|crsÐ$ Π.Setupp1λqs ´ PrrApcrsq “ 1|pcrs, tdq Ð$ SimSetupp1
λqs| ,

and (b) no malicious verifier A can distinguish between interacting with a prover Π.Ppcrs,x,wq and a
simulator Simpcrs, td,xq, in particular, the following advantage is bounded

AdvzkΠ,SimpA, λq :“

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Pr

»

–

px,wq P R
^ b “ 1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

pcrs, tdq Ð$ SimSetupp1
λq

px,w, stq Ð$ Apcrsq
pK, bq Ð$ xΠ.Ppcrs,x,wq é Apstqy

fi

fl´

Pr

»

–

px,wq P R
^ b “ 1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

pcrs, tdq Ð$ SimSetupp1
λq

px,w, stq Ð$ Apcrsq
pK, bq Ð$ xSimPpcrs, td,xq é Apstqy

fi

fl

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

,

Non-interactive zero-knowledge proofs. A non-interactive zero-knowledge (NIZK) proof system Π
for a family of languages R consists of the following algorithms

‚ crsÐ$ Π.Setupp1λq generates the CRS which implicitly defines the relation R “ Rcrs (again omitting the
subscript when clear from the context) and the induced language LR.

‚ πÐ$ Π.Ppcrs,x,wq on input px,wq P R outputs a proof π.
‚ 0{1 Ð Π.Vpcrs,x, πq checks whether the proof is valid.

We require that the proof system satisfies the following properties:

Correctness: For any crs P rΠ.Setupp1λqs, px,wq P R, the following procedure always return 1.

πÐ$ Π.Ppcrs,x,wqreturn Π.Vpcrs,x, πq .

Soundness: For any adversary A, the soundness advantage of A is defined as

AdvsoundΠ pA, λq :“ Pr

„

x R LR ^ Π.Vpcrs,x, πq “ 1

ˇ

ˇ

ˇ

ˇ

crsÐ$ Π.Setupp1λq
px, πq Ð$ Apcrsq



.

Zero-knowledge: There exists a simulator Sim “ pSimSetup,SimPq such that the following ZK advantage of
any adversary A is bounded, i.e.,

AdvzkΠ,SimpA, λq :“ |PrrAO0pcrsq “ 1|crsÐ$ Π.Setupp1λqs ´ PrrAO1pcrsq “ 1|pcrs, tdq Ð$ SimSetupp1
λqs| ,

where the oracle Obpx,wq first checks if px,wq P R and abort if not; then if b “ 0, it returns
πÐ$ Π.Ppcrs,x,wq; otherwise, it returns πÐ$ SimPptd,xq. Note that throughout the paper, we will only
consider NIZKs with statistical (or perfect) zero-knowledge, i.e., ones where A is unbounded; moreover,
we do not assume hash functions are random oracles in our ZK guarantees.

Adaptive knowledge-soundness: We adapt the definition of adaptive knowledge-soundness from [AFK22]
which is defined specifically for proof systems relying on random oracles. In particular, a non-interactive
random oracle proof Π is adaptively knowledge sound for a relaxed relation rR Ě R with knowledge
error κ : NˆNÑ r0, 1s, if there exists a positive polynomial q and a knowledge extractor Ext such that
for any adversary A (taking input crs, making at most QH “ QHpλq queries to H, and returns px, πq),
then ExtApcrsq runs in expected number of steps that is polynomial in λ and QH and outputs a tuple
px, π, aux, v;wq such that
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‚ The following distributions over the randomness of A, H, Ext and the setup algorithm

$

&

%

px, π, aux, vq :
crsÐ$ Π.Setupp1λq;
px, π, auxq Ð$ AHpcrsq;
v Ð Π.VHpcrs,x, πq

,

.

-

and

"

px, π, aux, vq :
crsÐ$ Π.Setupp1λq;

px, π, aux, v;wq Ð$ ExtApcrsq

*

,

are identical.

‚ Let εpλq :“ PrrΠ.VHpcrs,x, πq “ 1 : crsÐ$ Π.Setupp1λq; px, π, auxq Ð$ AHpcrsqs. Then,

Pr

„

v “ 1 ^ px,wq P rR
ˇ

ˇ

ˇ

ˇ

crsÐ$ Π.Setupp1λq

px, π, aux, v;wq Ð$ ExtApcrsq



ě
εpλq ´ κpλ,QHq

qpλq
.

Here, Ext implements the RO H for A and the randomness is over the random coins of Ext and A.

Polynomial commitments. A polynomial commitment scheme PCS for polynomials in ZprXs of bounded
degree d consists of algorithms

‚ crsPCSÐ$ PCS.Setupp1λ, dq a setup algorithm, where the CRS also defines the modulus p.

‚ pC, ρq Ð$ PCS.CompcrsPCS, f P Zďdp rXsq computes a commitment C of f and a state ρ.

‚ openÐ$ PCS.OpenpcrsPCS, f, α, β, C, ρq computes an opening that C commits to f such that fpαq “ β.

‚ 0{1 Ð PCS.VpcrsPCS, C, α, β, openq verifies that the opening is valid.

We consider the following properties of PCS.

Correctness. For any d “ dpλq, crs P rPCS.Setupp1λ, dqs, f P Zďdp rXs and α P Zp, the following procedure
always returns 1.

pC, ρq Ð$ PCS.CompcrsKZG, fq; openÐ$ PCS.Openpcrs, C, f, α, fpαq, ρq

return PCS.Vpcrs, C, α, fpαq, openq “ 1

Evaluation-binding. For d “ dpλq, the evaluation-binding advantage of any adversary A is defined as

AdvebindPCS,dpA, λq :“ Pr

„

β1 ‰ β2 ^

@i P r2s : PCS.Vpcrs, C, α, βi, openiq “ 1

ˇ

ˇ

ˇ

ˇ

crsÐ$ PCS.Setupp1λ, dq
pC,α, pβi, openiqiPr2sq Ð$ Apcrsq



.

Perfectly hiding. For any d “ dpλq, crs P rPCS.Setupp1λ, dqs, and f0, f1 P Zďdp rXs, the following distribu-
tions D0,D1 are identical

Db :“ tC : pC, ρq Ð$ PCS.Compcrs, fbqu .

Degree-binding. We additionally define the degree-binding property for polynomial commitment. The
property says that no adversary can compute a commitment and d ` 2 openings such that all the
openings verify but the opened evaluation points do not lie in a degree ď d polynomial. This is similar
to the strong correctness property defined in [KZG10], with the distinction that we allow the adversary
in our case to pick the evaluation points instead of the game randomly sampling them. The property is
also similar to function-binding defined for functional commitments in [LM19].

For d “ dpλq, the degree-binding advantage of any adversary A is defined as

AdvdbindPCS,dpA, λq :“ Pr

»

–

p@i P rd` 2s :
PCS.Vpcrs, C, αi, βi, openiq “ 1q ^
p@f P Zďdp rXs, Di P rd` 2s : fpαiq ‰ βiq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

crsÐ$ PCS.Setupp1λ, dq
pC, pαi, βi, openiqiPrd`2sq Ð$ Apcrsq

fi

fl .
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Vector commitments. A vector commitment scheme VC for a vector with elements in M consists of the
following algorithms:

‚ crsÐ$ VC.Setupp1λ, Sq generates the CRS which defines M “Mcrs.
‚ pC, popeniqiPr0,S´1sq Ð$ VC.Compcrs,m PMSq commits to the vector m as C and compute the openings

to each position i P r0, S ´ 1s.
‚ 0{1 Ð VC.Vpcrs, C, i,mi, openiq verifies that C commits to a m such that the i-th position is mi.

For our applications, we do not require the vector commitment to be updatable. Also, we do not define
an explicit opening algorithm, and assume that the openings for all positions are computed along with the
commitment. Note that for the context of vector commitment schemes, we index elements starting from 0
– for convenience in defining proof systems later on. However, throughout the paper, we will index vectors
starting from 1. We consider the following properties of vector commitments

Correctness. For any crs P rVC.Setupp1λ, Sqs, and m PMS , the following procedure always returns 1.

pC, popeniqiPr0,S´1sq Ð$ VC.Compcrs,mq

return @i P r0, S ´ 1s : VC.Vpcrs, C, i,mi, openiq “ 1

Position-binding. No (efficient) adversary can output pC, j,mj ,m
1
j , openj , open

1
jq such that pC, j,mj , openjq

and pC, j,m1j , openjq verify, but mj ‰ m1j . More formally, for S “ Spλq, the advantage of any adversary
A is defined as

AdvpbindVC,SpA, λq :“ Pr

»

–

mi ‰ m1i ^ i P r0, S ´ 1s
VC.Vpcrs, C, i,mi, openiq “ 1 ^
VC.Vpcrs, C, i,m1i, open

1
iq “ 1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

crsÐ VC.Setupp1λ, Sq
pC, i,mi, openi,m

1
i, open

1
iq Ð$ ApcrsVCq

fi

fl .

Statistically hiding. For any unbounded adversary A, the following advantage is bounded.

AdvhideVC,SpA, λq :“

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Pr

»

—

—

—

—

–

b1 “ 1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

crsÐ$ VC.Setupp1λ, Sq
pm0,m1, stq Ð$ Apcrsq
pC, popeniqiPr0,S´1sq

Ð$ VC.Compcrs,m0q

b1Ð$ Apst, Cq

fi

ffi

ffi

ffi

ffi

fl

´ Pr

»

—

—

—

—

–

b1 “ 1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

crsÐ$ VC.Setupp1λ, Sq
pm0,m1, stq Ð$ Apcrsq
pC, popeniqiPr0,S´1sq

Ð$ VC.Compcrs,m1q

b1Ð$ Apst, Cq

fi

ffi

ffi

ffi

ffi

fl

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

.

Succinctness. The size of each opening openi and the verification time is at most polypλ, logSq.

Statistical pseudorandom functions. For a function family Fλ :“ tFkey : Dλ Ñ RλukeyPKλ for λ P N,
we say that the function is statistically pseudorandom, if the following advantage of any unbounded adversary
A is bounded:

AdvprfF pA, λq :“ |PrrAO0p1λq “ 1|keyÐ$ Kλs ´ PrrAO1p1λq “ 1|keyÐ$ Kλs| ,

where O0pxq returns Fkeypxq, while O1pxq keeps track of a table T , samples T rxs Ð$ R if T rxs is not initialized,
and returns T rxs.

Generalized forking lemma. We recall the generalized multi-forking lemma stated by Bagherzandi,
Cheon, and Jarecki [BCJ08]. We will later use this lemma to show multi-proof rewinding extractability
of a Fiat-Shamir compiled NIZK from sigma protocols.

Lemma 2.2 (Multi-Forking Lemma [BCJ08]). Let q ě 1 be an integer. Let A be a probabilistic
algorithm which takes as input a main input inp generated by some probabilistic algorithm IGpq, elements
h1, . . . , hq from some sampleable set H, and random coins ρ from some sampleable set RA, and returns
either a distinguished failure symbol K, or a tuple pF, tφjujPF , auxq, where F Ď rqs and F ‰ H, and tφjujPF
and aux are some auxiliary outputs. The accepting probability of A denoted acc is defined as the probability
(over inp, h1, . . . , hq, ρ) that A returns a non-K output. Consider the following algorithm MForkApinpq:
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‚ ρÐ$ RA, h1, . . . , hqÐ$ H
‚ Run Apinp, h1, . . . , hq; ρq and abort if A return K. Otherwise, parse A’s output as pF, tφjujPF , auxq.
‚ Set outÐ tphj , φjqujPF and out1 ÐH.
‚ For each j P F :

´ Set succÐ false,K Ð 0,Kmax Ð
8|F |q
acc lnp 8|F |

acc q.
´ Repeat until succ “ true or K ě Kmax

1. K Ð K ` 1;h1j , . . . , h
1
qÐ$ H

2. Run pF 1, tφ1jujPF , aux
1q Ð Apinp, h1, . . . , hj´1, h

1
j , . . . , h

1
q; ρq.

3. If F 1 ‰ K and j P F 1 and h1j ‰ hj then set succÐ true and out1 Ð out1 Y tph1j , φ
1
jqu

´ If succ “ false then abort.
‚ Return pF, out, out1, auxq.

Let mfrk denote the probability (over inp and its random coins) that MFork does not abort. Then, assume
|H| ą 8|F |q{acc, then mfrk ě acc

8 .

3 Everlasting Anonymous Rate-Limited Tokens

We introduce the syntax of an Everlasting Anonymous Rate-Limited Tokens (EARLT) modified from the
syntax and definition of “Periodic Anonymous Authentication” given in [CHK`06].

Syntax. Everlasting Anonymous Rate-Limited Tokens allow users to obtain stateful token dispensers from
interacting with an issuer I. Each dispenser can create up to N “ Npλq unlinkable tokens per each context
(denoted uniquely by ctxt) and at most k “ kpλq tokens overall. The users can then show these tokens to
a verifier to authenticate themselves. The scheme consists of the following algorithms, which has random
access (except for Setup) to the CRS written in its memory (i.e., we assume that accessing values in the CRS
takes constant time).

‚ crsÐ$ Setupp1λ, k,Nq. The setup algorithm generates the common-reference string crs which also defines
a space of contexts C “ Ccrs and serial numbers S “ Scrs (usually denoted with the subscript omitted).

‚ pskI, pkIq Ð$ IKGenpcrsq. The issuer key generation algorithm generates the secret and public keys of the
issuer.

‚ pskUser, pkUserq Ð$ UKGenpcrsq. The user key generation algorithm generates the secret and public keys of
the user.

‚ pK,Dq Ð$ xIpcrs, skI, pkUserq é Userpcrs, skUser, pkIqy. The issuance protocol allows the user to obtain a
token dispenser D by interacting with the issuer. We consider a round-optimal issuance protocol with
the following structure:

´ pstu, umsgq Ð$ User1pskUser, pkIq
´ imsgÐ$ IpskI, pkUser, umsgq
´ DÐ$ User2pst

u, imsgq

‚ Showing and verification: A protocol where the user shows a token generated for a context string ctxt P C
to the verifier V. In our case, we consider protocols with the following structure:

´ The verifier computes a random nonce RÐ$ noncepcrs, pkI, ctxtq.
´ The user runs the showing algorithm ppsn, τq,D1q Ð$ ShowpD, ctxt, Rq and sends the token τ and the

serial number sn to the verifier. Note that the algorithm Show also has random access to the dispenser
D initialized in its memory.

´ The verifier after receiving psn, τq outputs a bit bÐ Vpcrs, pkI, ctxt, R, sn, τq.

‚ pk1User Ð Identifypcrs, pkI, ctxt, R,R
1, sn, τ, τ 1q. The identification algorithm returns the identity/public key

of a user who double-spends a token.

Correctness.An EARLT scheme is correct if for any λ P N, N “ Npλq, k “ kpλq, any crs P rSetupp1λ, k,Nqs
and any sequence of context strings ctxt1, . . . , ctxtk P C such that no context string repeats more than N times,
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the following experiment always returns 1.

pskI, pkIq Ð$ IKGenpcrsq ; pskUser, pkUserq Ð$ UKGenpcrsq

pK,D0q Ð$ xIpskI, pkUserq é UserpskUser, pkIqy

For i P rks: RiÐ$ noncepcrs, pkI, ctxtiq

For i P rks: ppsni, τiq,Diq Ð$ ShowpDi´1, ctxti, Riq

return p@i P rks : Vpcrs, pkI, ctxti, Ri, sni, τiq “ 1q

ptUser, tI, tShow, tV, sτ q-efficiency.The specified functions tUserpλ,N, kq, tIpλ,N, kq, tShowpλ,N, kq, tVpλ,N, kq
and sτ pλ,N, kq are such that tI, tShow, tV, sτ are sublinear in N and k (i.e., opN ` kq ¨ polypλq), while tUser is
quasilinear in N and k (i.e., polypλ, logN, log kq). We then have the following guarantees:

‚ The user algorithm User runs in time tUserpλ,N, kq.
‚ The issuer algorithm I runs in time tIpλ,N, kq.
‚ The showing algorithm Show runs in time tShowpλ,N, kq.
‚ The verification algorithm V runs in time tVpλ,N, kq.
‚ The size of the token τ is sτ pλ,N, kq.

Security definitions. For our scheme, we consider four security notions: everlasting anonymity, unforge-
ability, identification, and exculpability.

Everlasting anonymity. The anonymity game is defined in a similar manner to [CHK`06], except that
we introduce an additional condition that a token dispenser cannot produce more than k tokens (where k
is explicitly parametrizing the game). Note that this is essential in achieving everlasting anonymity simply
because we cannot issue a dispenser which is bound to unbounded randomness source. In the anonymity
game ANON, formally described in Figure 4, the goal of the adversary is to guess whether it is interacting
with honest users or a simulator Sim “ pSimSetup,SimU “ pSim1,Sim2q,SimShowq. The adversary has access
to the following oracles:

‚ Init allows the adversary to establish a (possibly) malicious public key.
‚ NewUsr allows the adversary to register a new honest user and obtain this user’s public key.
‚ U1,U2 allow the adversary to issue tokens to honest users of its choice.
‚ Show allows the adversary to request showing tokens for a particular context string ctxt from a chosen

token dispenser tied to an ID cid. Each dispenser only shows at most k tokens overall and N tokens per
context.

The anonymity advantage of an adversary A is defined as

AdvanonEARLT,k,N,SimpA, λq :“ |PrrANONA
EARLT,k,N,Sim,0pλq “ 1s ´ PrrANONA

EARLT,k,N,Sim,1pλq “ 1s| .

Unforgeability. Our unforgeability notion has similar nature to blind signatures’ one-more unforgeability.
It ensures that no adversary can show more than N tokens for a context string per each issued dispenser.
Formally, this is described in the game UNF in Figure 5 where the adversary has access to an issuance oracle
which it queries for Q times, and its goal is to output Q ¨ N ` 1 valid tokens with different serial numbers
corresponding to the same context string. The corresponding advantage of the adversary A is defined as

AdvunfEARLT,k,N pA, λq :“ PrrUNFA
EARLT,k,N pλq “ 1s .

The prior work [CHK`06] defined a similar security notion, denoted soundness, which requires extracting
in each issuance protocol an underlying function fi : CˆI Ñ S which the user will use to compute the serial
number. In their case, the adversary will win if it outputs a valid token τ with serial number sn for a context
ctxt such that sn ‰ fipctxt, xq for any input x P I. Looking ahead, since the keys of our function will be large
(the size scales with k), we will need expensive online extractable proofs of knowledge for it. Therefore, we
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Game ANONA
EARLT,k,N,Sim,bpλq :

init, uctr Ð 0;U, C1, C2 Ð H

Map QÐ rs

// Map Qrcid, ctxts to a counter.

// If undefined, default to 0.

// Keeping track of tokens

// shown per context for each dispenser

if b “ 0 then crsÐ$ Setupp1λ, k,Nq

if b “ 1 then pcrs, tdq Ð$ SimSetupp1
λ
, k,Nq

b
1
Ð$ AInit,NewUsr,U1,U2,Showpcrs, pkUserq

return b
1

Oracle Initppk1I q :

if init “ 1 then return K

initÐ 1; pkI Ð pk1I

return closed

Oracle NewUsrpq :

uctr Ð uctr ` 1

pskuctr, pkuctrq Ð$ UKGenpcrsq

return puctr, pkuctrq

Oracle U1puid, cidq :

if cid P C1 _ uid ą uctr _ init “ 0 then

return K

C1 Ð C1 Y tcidu

if b “ 0 then pstucid, umsgq Ð$ User1pskuid, pkIq

if b “ 1 then pstucid, umsgq Ð$ Sim1ptd, pkuid, pkIq

return umsg

Oracle U2pcid, imsgq :

if cid P C2 _ cid R C1 then return K

C2 Ð C2 Y tcidu

if b “ 0 then Dcid Ð$ User2pst
u
cid, imsgq

if b “ 1 then Dcid Ð$ Sim2pst
u
cid, imsgq

if Dcid “ K then return K

return closed

Oracle Showpcid, ctxt, Rq:

if cid R C2 _
ř

ctxtQrcid, ctxts ě k _

Qrcid, ctxts ě N _ Dcid “ K then return K

if b “ 0 then ppsn, τq,Dcidq Ð$ ShowpDcid, ctxt, Rq

if b “ 1 then psn, τq Ð$ SimShowptd, pkI, ctxt, Rq

Qrcid, ctxts Ð Qrcid, ctxts ` 1

return psn, τq

Fig. 4. Anonymity Game.

Game UNFA
EARLT,k,N pλq: LINKA

EARLT,k,N pλq:

sctr, QÐ 0;U Ð H

crsÐ$ Setupp1λq

pskI, pkIq Ð$ IKGenpcrsq

pctxt, pRi, sni, τiqiPrQ¨N`1sq Ð$ AIss
pcrs, pkIq

return p@i ‰ j : sni ‰ snjq ^

p@i P rQ ¨N ` 1s : Vpcrs, pkI, ctxt, R, sni, τiq “ 1q

pctxt, pRi, sni, τiqiPt0,1uq Ð$ AIss,Nonce
pcrs, pkIq

pk1 Ð Identifypcrs, pkI, ctxt, Rsid0
, Rsid1

, sn0, τ0, τ1q

return p@i P t0, 1u : Vpcrs, pkI, ctxt, Ri, sni, τiq “ 1q ^

R0 ‰ R1 ^ sn0 “ sn1 ^ pk1 R U

Oracle IssppkUser, umsgq :

imsgÐ$ IpskI, pkUser, umsgq

U Ð U Y tpkUseru
QÐ Q` 1

return imsg

Fig. 5. Unforgeability and Linkability Game. The codes in solid and dashed boxes are exclusive to the unforgeability
and linkability games, respectively.

only consider this unforgeability notion, which is also simpler to understand and capture the rate-limiting
property of the tokens.

Linkability. Linkability aims to provide accountability against the users who try to double-spend their
tokens. In particular, if the adversary outputs two valid tokens τ0, τ1 for a particular context ctxt with the
same serial number sn0 “ sn1, then the verifier should be able to link the double-spent tokens to a user public
key. More formally, the linkability game (defined via the LINK game in Figure 5) prevents an adversary A
(with access to issuing oracle) from outputting 2 tuples of tokens and nonces pR0, sn0, τ0q, pR1, sn1, τ1q for the
same context string ctxt with the same serial number sn0 “ sn1 and different nonces R0 ‰ R1, but Identify
does not return any public key pkUser of a user with a dispenser issued. The advantage of the adversary A in
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Game EXCULPA
EARLT,k,N pλq :

init, uctr, sctr Ð 0; C1, C2 Ð H

Map QÐ rs // Map Qrcid, ctxts to a counter.

// If undefined, default to 0. Keeping track of

// tokens shown per context for each dispenser

crsÐ$ Setupp1λ, k,Nq

pctxt, pRi, sni, τiqiPt0,1uq

Ð$ AInit,NewUsr,U1,U2,Showpcrs, pkUserq

pk1 Ð Identifypcrs, pkI, ctxt, R0, R1, sn0, τ0, τ1q

return sn0 “ sn1 ^ R0 ‰ R1 ^

pDuid P ructrs : pk1 “ pkuidq ^

p@i P t0, 1u : Vpcrs, pkI, ctxt, Ri, sni, τiq “ 1q

Oracle Initppk1I q :

if init “ 1 then return K

initÐ 1; pkI Ð pk1I

return closed

Oracle NewUsrpq :

uctr Ð uctr ` 1; pskuctr, pkuctrq Ð$ UKGenpcrsq

return puctr, pkuctrq

Oracle U1puid, cidq :

if cid P C1 _ uid ą uctr _ init “ 0

then return K

C1 Ð C1 Y tcidu

pstucid, umsgq Ð$ User1pskuid, pkIq

return umsg

Oracle U2pcid, imsgq :

if cid P C2 _ cid R C1 then return K

C2 Ð C2 Y tcidu

Dcid Ð$ User2pst
u
, imsgq

if Dcid “ K then return K

return closed

Oracle Showpcid, ctxt, Rq:

if cid R C2 _
ř

ctxtQrcid, ctxts ě k _

Qrcid, ctxts ě N _ Dcid “ K

then return K

ppsn, τq,Dcidq Ð$ ShowpDcid, ctxt, Rq

Qrcid, ctxts Ð Qrcid, ctxts ` 1

return psn, τq

Fig. 6. Exculpability Game.

this game is

AdvlinkEARLT,k,N pA, λq :“ PrrLINKA
EARLT,k,N pλq “ 1s .

We note that the linkability property is similar to the identification property defined in [CHK`06], except
that we allow multiple malicious users (i.e., multiple issuance oracle call) instead of just one malicious user
and in their case, the nonces are honestly generated, while ours only requires them to be distinct.

Remark 3.1. Our unforgeability and linkability do not provide rate-limiting guarantee with respect to k. More
precisely, our unforgeability does not guarantee that “no adversary can produce kQ ` 1 valid tokens with
distinct serial numbers (but without restrictions on the verified context ctxt being the same for all tokens)”.
Analogously, our linkability does not guarantee that “no adversary can produce more than k tokens (where
some of them might contain the same serial number) and not be identified”. We will discuss later on in
Section 5 that we can modify our construction to achieve these alternative sketched notions.

Also, if one does not care about rate-limiting per context, we can set the context class C to contains only
one string, e.g., an all-zero string 0m for some m and N “ k to achieve the rate-limiting guarantee discussed
above.

Exculpability. In addition to linkability, we also require that no group of adversarial users and even a
malicious issuer can frame honest users for double-spending. This is modeled as the EXCULP game where
the adversary can ask to generate new honest users (via NewUsr), ask these users to request token generators
(via U1,U2 with the adversary acting as a malicious issuer), and request the honest users to show tokens
within some context string (via Show). These oracles are similar to those of the anonymity game. The goal
of the adversary is to output two tokens with the same serial number that identifies to the public key of an
honest user. The advantage of A is

AdvexculpEARLT,k,N pA, λq :“ PrrEXCULPA
EARLT,k,N pλq “ 1s .
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Game UNFA
SPSpλq:

QÐ H

parÐ$ GGenp1λq; psk, pkq Ð$ SPS.KeyGenpparq

pM
˚
, σ
˚
q Ð$ AS

ppar, pkq

return M
˚
R Q ^ SPS.Vppk,M , σq “ 1

Oracle SpMq:

QÐ QY tMu

σÐ$ SPS.Spsk,Mq

return σ

Fig. 7. Unforgeability game for the scheme SPS “ SPSrGGens.

4 Building Blocks

In this section, we give definitions and also scheme descriptions for the building blocks of our construc-
tion. All of the building blocks will depends on the bilinear pairing groups parameters generated as par “
pp,G1,G2,GT , eq Ð$ GGenp1λq.

Structure-preserving signatures.Structure-preserving signatures [AFG`10] are signature schemes SPS “
SPSrGGens “ pSPS.KeyGen,SPS.S,SPS.Vq where the public key, messages, and signatures are collections of
source group elements (i.e., G1,G2 elements). In particular, we have the following syntax:

‚ Key generation: psk, pkq Ð$ SPS.KeyGenpparq.
‚ Signing algorithm: σÐ$ SPS.Spsk,M P Gn1 q.
‚ 0{1 Ð SPS.Vppk,M , σq. The verification can be expressed solely as pairing-product equations involving

group elements contained in pk, σ and M .

Note that we give the syntax for unilateral messages (i.e., messages are only in Gn1 and not Gn1
1 ˆ Gn2

2 ) as
that is all we require for our scheme. We require SPS to be correct and existentially unforgeable (EUF-CMA)
as defined below. Throughout the work, we will use SPS as a black-box.

Correctness. For any par P rGGenp1λqs, M P Gn1
1 , the following procedure always return 1.

psk, pkq Ð$ SPS.KeyGenpparq ;

σÐ$ SPS.Spsk,Mq

return SPS.Vppk,M , σq .

Unforgeability. No efficient adversary with access to a signing oracle can forge a signature on a message
that was not previously queried to the oracle. We denote the advantage of any adversary A playing the
UNF defined in Figure 7 as

AdvunfSPSpA, λq :“ PrrUNFA
SPSpλq “ 1s .

We remark that there exists several constructions [AHN`23, GHKP18, AJOR18, AJO`19] for structure-
preserving signatures from the standard SXDH assumption with constant size signature and verification time
scaling linearly with the number of group elements in the message.

KZG commitments.The KZG commitment scheme [KZG10], KZG “ KZGrGGens, is a polynomial commit-
ment scheme described as follows:

‚ crsÐ$ KZG.Setupppar, dq where crs is of the form pX1,1 “ xG1, . . . , X1,d “ xdG1, X2,1 “ xG2q with
xÐ$ Zp.

‚ pC, ρ “ Kq Ð KZG.Compcrs, f P Zďdp rXsq where C is computed as
řd
i“0 fiX1,i where fi is the coefficient

of Xi in fi.

‚ QÐ KZG.Openpcrs, C, f, α, β, ρq where Q “ fpxq´β
px´αq G1.

‚ 0{1 Ð KZG.Vpcrs, C, α, β,Qq returns 1 iff epQ,T2,1 ´ αG2q “ epC ´ βG1, G2q.

KZG commitments are correct and evaluation-binding under d-SDH assumption as established in the fol-
lowing lemma.
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Lemma 4.1 ([KZG10]). Let GGen be a bilinear group parameters generator outputting groups of prime-
order p “ ppλq and d “ dpλq P N. The polynomial commitment scheme KZG “ KZGrGGens commitment
is correct, perfectly hiding, evaluation-binding under d-SDH assumption. In particular, for any adversary A
running in time tA “ tApλq, there exists an adversary B running in time roughly tA such that

AdvebindKZG,dpA, λq ď Advd-SDH
GGen pB, λq .

We also consider the perfectly hiding version of the KZG commitment scheme, which we denote KZGPed “

KZGPedrGGens also defined in [KZG10] and described as follows:

‚ crsÐ$ KZGPed.Setupppar, dq where crs is of the form pH, pX1,i “ xiG1, X̂1,i “ xiHqiPrds, X2,1 “ xG2q,
with xÐ$ Zp, H Ð$ G˚1 .

‚ pC, ρq Ð KZGPed.CompcrsKZG, f P Zďdp rXsq where C “
řd
i“0 fiX1,i ` giX̂1,i where fi is the coefficient of

Xi in f and similarly for gi with a uniformly random gÐ$ Zďdp rXs and ρ “ g.
‚ pβ1, Qq Ð KZGPed.Openpcrs, C, f, α, β, ρ “ gq where β1 “ gpαq , Q “ qpxqG1 ` q1pxqH, with qpXq “
pfpXq ´ βq{pX´ αq and q1pXq “ pgpXq ´ β1q{pX´ αq.

‚ 0{1 Ð KZGPed.Vpcrs, C, α, β, pβ
1, Qqq returns 1 iff epQ,T2,1 ´ αG2q “ epC ´ βG1 ´ β

1H,G2q.

The following lemma establishes the security of KZGPed commitment scheme. Correctness, perfectly hid-
ing, and evaluation-binding follows from the results in [KZG10]. For the degree-binding property, we refer
to Appendix B for the security proof.

Lemma 4.2. Let GGen be a bilinear group parameters generator outputting groups of prime-order p “
ppλq and d “ dpλq P N. The polynomial commitment scheme KZGPed “ KZGPedrGGens commitment is
correct, perfectly hiding, evaluation-binding under d-SDH assumption, and degree-binding under d-ARSDH
assumption. In particular, for any adversary A running in time tA “ tApλq, there exist adversaries B,B1,
running in time roughly tA such that

AdvebindKZGPed,d
pA, λq ď Advd-SDH

GGen pB, λq , AdvdbindKZGPed,d
pA, λq ď 3 ¨ Advd-ARSDH

GGen pB1, λq .

Vector commitment from KZG.We also consider vector commitment scheme derived from KZG, which
has been sketched before in [KZG10]. The vector commitment scheme VCKZG “ VCKZGrGGens is defined as
follows:

‚ crsÐ VCKZG.Setupppar, Sq : Return crsÐ$ KZG.Setupppar, Sq.
‚ pC, popeniqiPr0,S´1sq Ð VCKZG.Compcrs,m P ZSp q : Sample rÐ$ Zp. Compute f P ZďSp rXs such that
fpSq “ r and fpiq “ mi for i P r0, S ´ 1s. (This can be done via Lagrange interpolation.) Compute
C Ð KZG.Compcrs, fq and for all i P r0, S ´ 1s, openings openi Ð KZG.Openpcrs1, C, f, i,miq. Return
pC, popeniqiPr0,S´1sq.

‚ 0{1 Ð VCKZG.Vpcrs, C, i,mi, openiq : Return KZG.Vpcrs, C, i,mi, openiq.

For groups of order p such that pp´ 1q is divisible by 2S “ 2m`1, the openings to all positions i P r0, S ´ 1s
can be computed all at once in OpS log2 Sq group exponentiations [FK23] (a similar statement can be shown
from an observation in [GHO20]). The following lemma, proved in Appendix B.2, establishes the security of
VCKZG.

Lemma 4.3. Let GGen be a bilinear group parameters generator outputting groups of prime-order p “ ppλq
and S “ Spλq P N. The polynomial commitment scheme VCKZG “ VCKZGrGGens commitment is correct,
statistically hiding, position-binding under S-SDH assumption, and succinct. In particular, for any unbounded
adversary Ahide and adversary Apbind running in time tA “ tApλq, there exists an adversary B running in
time roughly tA such that

AdvhideVCKZG,S
pAhide, λq ď

S

p
,AdvpbindVCKZG,S

pApbind, λq ď AdvS-SDH
GGen pB, λq .
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Groth-Sahai non-interactive proofs.We recall the syntax and security properties of Groth-Sahai [GS08]
(GS) non-interactive proof system. We follow the formalization of the proof system as a commit-and-proof
scheme as given in [EG14]. The GS proof system is a non-interactive zero-knowledge proof for satisfiabil-
ity of a set of equations over pairing-based group described by par. Let Rpar denote a family of relations
over par P rGGenp1λqs and for a relation L P Rpar, let LR be the corresponding induced language. In the
commit-and-prove scheme, we may commit to different witnesses w1, . . . , wL where each of them is of the
form pti,miq where ti denotes the public type of the committed value (which can be G1 element, G2 element,
scalar committed in G1 or G2) and mi is the committed value. Note that we will omit the public type in
writing for readability. The Groth-Sahai commit-and-prove system GS “ GSrGGens with the setup algorithms
taking as input parÐ$ GGenp1λq and R P Rpar consists of the following algorithms:

‚ crsGSÐ$ GS.Setupbindpparq generates the CRS in binding mode.
‚ crsGSÐ$ GS.Setuphidepparq generates the CRS in hiding mode.
‚ comÐ$ GS.CompcrsGS,w; randq or we write pcom, randq Ð$ GS.CompcrsGS,wq with rand denoting the ran-

domness used to generate com sampled from randomness space Randpar “ Z2
p. Note that we will often

abuse the notation and write GS.CompcrsGS,w; randq even for w of more than one element, in which case,
the randomness size scales with the number of elements in w.

‚ πÐ$ GS.PpcrsGS, px, comq, pw, randqq computes a proof π for a statement x such that px,wq P R and
com “ CompcrsGS,w; randq.

‚ 0{1 Ð GS.VpcrsGS, px, comq, πq

Note that the relation R contains statements and witnesses px,wq corresponding to the following types of
equations5:

Pairing-product equation. Consider public constants in the statement x: Aj P G1, Bi P G2, γi,j P Zp and
TGT P GT and the witness containing Xi P G1, Yj P G2 such that

ÿ

i

e pXi, Biq `
ÿ

j

e pAj , Yjq `
ÿ

i,j

γi,je pXi, Yjq “ TGT .

Multi-scalar multiplication in G1 or G2. We state for G1 and G2 is analogous. Consider public con-
stants in the statement x: Aj P G1, bi P Zp, γi,j P Zp and T1 P G1 and the witness containing
Xi P G1, yj P Zp such that

ÿ

i

biXi `
ÿ

j

yjAj `
ÿ

i,j

γi,jyjXi “ T1 .

Quadratic equation in Zp. Consider public constants in the statement x: aj , bi P Zp, γi,j P Zp and t P Zp
and the witness containing xi, yj P Zp such that

ÿ

i

bixi `
ÿ

j

yjaj `
ÿ

i,j

γi,jyjxi “ t .

We require the following properties of Groth-Sahai proof to hold for all par P rGGenp1λqs:

Perfect correctness. For any R P Rpar and px,wq P R, the following procedure always return 1.

crsGSÐ$ GS.Setupbind{hidepparq; pcom, randq Ð$ GS.CompcrsGS,wq

πÐ$ GS.PpcrsGS, px, comq, pw, randqq

return GS.VpcrsGS, px, comq, πq .

CRS indistinguishability. The distributions of crsGS generated from Setupbind and Setuphide are com-
putionally indistinguishable, i.e., for any A, the following advantage is bounded:

AdvdistGS pA, λq :“

ˇ

ˇ

ˇ

ˇ

Pr

„

ApcrsGSq “ 1

ˇ

ˇ

ˇ

ˇ

parÐ$ GGenp1λq
crsGSÐ$ Setupbindpparq



´ Pr

„

ApcrsGSq “ 1

ˇ

ˇ

ˇ

ˇ

parÐ$ GGenp1λq
crsGSÐ$ Setuphidepparq


ˇ

ˇ

ˇ

ˇ

.

In particular, there exists an adversary B playing the SXDH game such that AdvdistGS pA, λq ď Advsxdh
GGenpB, λq .

5 Note that these equation formats are satisfied by the verification of SPS and KZG commitments.
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Perfectly binding in binding mode. For all crsGS P GS.Setupbindpparq, for any a ‰ b of the same type,

tGS.CompcrsGS, a; rq : r P Z2
pu X tGS.CompcrsGS, b; rq : r P Z2

pu “ H .

Perfect soundness in binding mode. For all crsGS P rGS.Setupbindpparqs, all x R LR, all commitments
com, and all proofs π, GS.VpcrsGS, px, comq, πq “ 0.

Perfect F -Knowledge in binding mode. There exists efficient extractors ExtSetup,ExtP such that
‚ ExtSetuppparq : outputs pcrsGS, tdq such that crsGS is distributed identically to Setupbindpparq
‚ ExtPptd, comq : outputs some value W .

Then, for any com, we require that there exists an opening pw, rq of com such that W “ F pwq. Here,
the function F checks if the each value in the witness w is a group element or scalar, for group elements,
they are just returned as is, and for scalars, it returns a group element in the respective groups with the
scalar as the discrete log with respect to the generator G1 or G2.

Perfect Zero-Knowledge in hiding mode. There exists efficient simulators SimSetup,SimCom,SimP such
that
‚ SimSetuppparq : outputs pcrsGS, tdq such that crsGS is distributed identically to Setuphidepparq.
‚ SimComptdq : outputs a commitment com1 and auxiliary value ρ.
‚ SimPptd,x, ρq : outputs a proof π.

Then, for any pcrsGS, tdq P rSimSetuppparqs and px,wq P R the following two distributions are identical:

"

pcom, πq :
randÐ$ Randpar, comÐ GS.CompcrsGS,w; randq,
πÐ$ PpcrsGS, px, comq, pw, randqq

*

tpcom1, π1q : pcom1, ρ1q Ð$ SimComptd,xq, πÐ$ SimPptd,x, ρqu

Note that the proof system is zero-knowledge for any multi-scalar multiplication and quadratic equations,
but for pairing-product equations, it is only zero-knowledge when TGT “

ř

k e pT1,k, T2,kq for some group
elements T1,k P G1, T2,k P G2.

Pagh-Pagh function families. We particularly consider a specific instantiation of Pagh-Pagh [PP08,
BHKN19] function families F , mapping elements in D “ Zp to R “ Z3

p. Each function Fkey P F is de-

fined by Zp-polynomials f1, f2, g1, g2, g3 of degree d “ Θpλq and two tables T1, T2 P pZ3
pq
S . For x P Zp, we

compute Fkeypxq as follows:

‚ Compute y1 Ð f1pxq, y2 Ð f2pxq, and zi Ð gipxq for i P r3s.
‚ Truncate ȳ1 Ð y1 pmod Sq, ȳ2 Ð y2 pmod Sq.
‚ Return T1rȳ1s ` T2rȳ2s ` pz1, z2, z3q. We will denote T1,i, T2,i as the ZSp tables for each of the three

positions i “ 1, 2, 3.

The following lemma establishes the statistical PRF security of the function family F when we set S “ 8k.
We provide the proof in Appendix A following ideas in [BHKN19].

Lemma 4.4. Let d “ dpλq ě 32, k “ kpλq ě 2d, S “ 8k be integers, and p “ ppλq be a prime. Then, the
function family F where containing functions mapping elements in D “ Zp to R “ Z3

p is such that any
unbounded adversary A playing the PRF game of F , making at most k queries, has

AdvprfF pA, λq ď
k

2d{2´6
.

5 A Construction from Bilinear Pairings

In this section, we give a construction of EARLT “ EARLTrGGens utilizing pairing-based group generated from
GGen. Section 5.1 details the key generation and issuance protocols of the token dispensers and Section 5.2
describes the token showing algorithm along with the proof systems used. We discuss the efficiency of the
scheme and a possible extension with regards to Remark 3.1 in Section 5.3.
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Variable name Description

λ Security parameter
p Prime-order group size
N Number of tokens allowed per context string

`cnt Bit size of N “ 2`cnt

`ctxt Bit-length of context strings. Note: 2`ctxt``cnt ă p
k Number of tokens allowed per one token dispenser

d “ Θpλq Degree of polynomials f1, f2, g of key
2m “ 8k Size of the tables T1, T2 which is a power of two.

Fig. 8. Variable names and descriptions.

5.1 Key Generation and Issuance

The key generation and issuance protocols are given in Figure 9, and we give a table (Figure 8) describing
the parameters in our scheme. Note that N ¨ 2`ctxt ă p We now give a brief summary of each component:

Setup: The setup algorithm generates (a) a CRS for KZGPed commitment, (b) a CRS for vector commitment
VCKZG, (c) a CRS for Groth-Sahai proofs in hiding mode, (d) the CRS for the proof systems Πlin and
Πtrunc which will be used later on in showing protocol (see Section 5.2). Note that we write the setup of
Πlin and Πtrunc as taking crsGS as the language they are proving membership of depends on crsGS.

Issuer’s key generation: The issuer’s key is a pair of secret and public key pskI, pkIq of a structure-
preserving signature scheme SPS.

User’s key generation: The user’s key is a pair pskUser, pkUserq such that skUser P Zp is the discrete loga-
rithm of pkUser P G1.

Issuance protocol: The user first commits to the key of the function Fkey which contains polynomials
f1, f2, g1, g2, g3 and tables T1,i, T2,i P Z8k

p for i P r3s. The issuer then signs, using structure-preserving
signature scheme SPS, these commitments along with a commitment Cγ of some rerandomization factor
γ0,γ1, which will be used during the showing protocol to prevent collision in serial numbers. Finally,
the user verifies the signature and output the token dispenser D, containing the key of the function Fkey

along with the commitments and the signature.

We note that we separately use two CRS for KZGPed and VCKZG commitments to differentiate how each
of the two commitments are used. This also makes the security proof modular by reducing to the specific
properties of each commitment scheme.

5.2 Showing Protocol

In this section, we give the showing, nonce-generation, verification and identification algorithms in Figures 10
and 11. The nonce algorithm simply samples a scalar r in Z˚p . At the high-level, the token showing for context

ctxt proceeds by evaluating the Pagh-Pagh function on the key key and input x “ ctxt ¨ 2`cnt ` cnt where cnt
is the number of the tokens shown for the context ctxt. Next, the showing algorithm will use Groth-Sahai
commitment to commit to all the intermediate values yj , ȳj , tj,i, zi, cnt, the commitments C to key, and the
signature σ. We call the commitment to all these values com, and denote the commitment for a specific
variable xx as comxx. We then prove that the evaluation is done correctly using multiple proof systems as we
will describe below.

First, we define the relation Rtok which constitutes statements that the proof systems in the protocol
prove. This relation consists of the statements x “ pcrsKZG, crsVC, crsGS, pkI, ctxt, sn, dbsp, r, comq and witnesses
w “ ppw, randq where

‚ crsKZG “ pH, pX1,i, X̂1,iqiPrds, X2,1q and crsVC “ ppX
1
1,iqiPr2ms, X

1
2,1q

‚ pw “ pcnt, skUser, C, σ, Cγ , pyj , ȳj , openf,jqjPr2s, pt1,i, t2,i, zi, openT,1,i, openT,2,i, openg,iqiPr3sq
‚ C “ pCf,1, Cf,2, pCg,i, CT,1,i, CT,2,iqiPr3sq

‚ com “ GS.CompcrsGS, pw; randq
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Algorithm Setupp1λq:

par “ pp,G1,G2,GT , eq Ð$ GGenp1λq

crsKZG Ð$ KZGPed.Setupppar, dq

crsVC Ð$ VCKZG.Setupppar, 2
m
q

crsGS Ð$ GS.Setuphidepparq

crslin Ð$Πlin.SetuppcrsGSq

crstrunc Ð$Πtrunc.SetuppcrsGSq

H1, . . . , H4 Ð$ G1

return ppar, crsKZG, crsVC, crsGS, crslin, crstrunc

pHiqiPr4s,Hlin,Htruncq

Algorithm IKGenpcrsq:

pskI, pkIq Ð$ SPS.KeyGenpparq

return pskI, pkIq

Algorithm UKGenpcrsq:

return pskUser Ð$ Zp, pkUser Ð skUserG1q

Algorithm Ipcrs, skI, pkUser, umsg “ Cq:

γ0,γ1 Ð$ Z2
p // Rerandomization factor

// preventing collision in serial number

Cγ Ð
ř2
i“1 γ0,iHi ` γ1,iH2`i

σÐ$ SPS.SpskI, ppkUser, C, Cγqq

return imsg “ pγ0,γ1, σq

Algorithm User1pcrs, skUser, pkIq:

for j P r2s do

fj Ð$ Zďdp rXs

pCf,j , ρf,jq Ð$ KZGPed.CompcrsKZG, fjq

for i P r3s do

giÐ$ Zďdp rXs ; T1,i, T2,iÐ$ Z8k
p

pCg,i, ρg,iq Ð$ KZGPed.CompcrsKZG, giq

pCT,1,i, openT,1,iq Ð$ VCKZG.CompcrsVC, T1,iq

pCT,2,i, openT,2,iq Ð$ VCKZG.CompcrsVC, T2,iq

key Ð pf1, f2, pgi, T1,i, T2,iqiPr3sq

C Ð pCf,1, Cf,2, pCg,i, CT,1,i, CT,2,iqiPr3sq

openÐ popenT,1,i, openT,2,iqiPr3s

stÐ pcrs, pkI, skUser, key, C, open,

pρf,jqjPr2s, pρg,iqiPr3sqq

return pC, stq

Algorithm User2pst, imsg “ pγ0, γ1, σqq

Cγ Ð
ř2
i“1 γ0,iHi ` γ1,iH2`i

if SPS.VppkI, ppkUser, C, Cγq, σq “ 0 then abort

DÐ ppkI, skUser, key, C, open, pρf,iqiPr2s,

pρg,iqiPr3s,γ0,γ1, Cγ , σ, ctrr¨sq

// ctr keeps track of number of showings.

return D

Fig. 9. Setup, issuer’s and user’s key generation algorithms, and issuance protocol of EARLT “ EARLTrGGens. The
proof systems Πlin and Πtrunc are given later in Section 5.2.

‚ The following equations are satisfied: Let x “ ctxt ¨N ` cnt,

cnt P r0, N ´ 1s (R.1)

sn “ pt1,1 ` t2,1 ` z1, t1,2 ` t2,2 ` z2q ` cnt ¨ γ0 ` γ1 (R.2)

dbsp “ skUser ` r ¨ pt1,3 ` t2,3 ` z3q (R.3)

1 “ SPS.VppkI, pskUserG1, C, Cγq, σq (R.4)

1 “ KZGPed.VpcrsKZG, Cf,j , x, yj , openf,jq ,@j P r2s (R.5)

1 “ KZGPed.VpcrsKZG, Cg,i, x, zi, openg,iq ,@i P r3s (R.6)

1 “ VCKZG.VpcrsVC, CT,j,i, ȳj , tj,i, openT,j,iq ,@j P r2s, i P r3s (R.7)

Cγ “
ř2
i“1 γ0,iHi ` γ1,iH2`i (R.8)

ȳj “ yj pmod 8kq ,@j P r2s (R.9)

Roughly, these equations say that the witness corresponds to the opening of the commitment com and the
committed values correspond to the correct evaluation of Fkey for the key key “ pf1, f2, pT1,i, T2,i, giqiPr3sq
which is committed to and signed by skI. To prove each equation, we do the following:

‚ Equations (R.2) to (R.8) can be expressed as pairing-product equations (and equations of similar form),
which can be proved using GS proofs.

‚ For Equation (R.1) and Equation (R.9), we use the proof system Πtrunc which we discuss in more detail
later on. Equation (R.1) simply requires a range proof. For Equation (R.9), since we set 8k “ 2m, this
can be thought of as truncating the bits of y1, y2 when represented as integers in r0, p´ 1s.

‚ We additionally use a proof of knowledge Πlin which proves knowledge of the openings of the commitments
comyj , comtj,i , comβ1f,j

, comβ1g,i
, comzi and also comγ0 , comγ1 as scalars. Note that these are the scalars
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Algorithm ShowpD, ctxt, rq:

parse ppkI, skUser, key, C, open, pρf,iqiPr2s, pρg,iqiPr3s,γ0,γ1, Cγ , σ, ctrr¨sq Ð D

parse pCf,1, Cf,2, pCg,i, CT,1,i, CT,2,iqiPr3sq Ð C

parse pf1, f2, pgi, T1,i, T2,iqiPr3sq Ð key, popenT,1,i, openT,2,iqiPr3s Ð open

// Initialize ctrrctxts or abort if at least N

if ctrrctxts “ K then ctrrctxts Ð 0

if ctrrctxts ě N then abort

cntÐ ctrrctxts ; xÐ ctxt ¨N ` cnt // Setup counter and input

// Compute intermediate values in the evaluation of Fkeypxq

for j P r2s do

yj Ð fjpxq; ȳj Ð yj pmod 8kq

openf,j “ pβ
1
f,j , Qf,jq Ð KZGPed.OpenpcrsKZG, Cf,j , fi, x, yj , ρf,jq

for i P r3s do

t1,i Ð T1,irȳ1s; t2,i Ð T2,irȳ2s; zi Ð gipxq

openg,i “ pβ
1
g,i, Qg,iq Ð KZGPed.OpenpcrsKZG, Cg,i, gi, x, zi, ρg,iq

// Compute serial number and double-spending equation

snÐ pt1,1 ` t2,1 ` z1, t1,2 ` t2,2 ` z2q ` cnt ¨ γ0 ` γ1

dbspÐ skUser ` r ¨ pt1,3 ` t2,3 ` z3q

// Commit to the witness

pw Ð pcnt, skUser, C, σ, Cγ , pyj , ȳj , openf,jqjPr2s,

pt1,i, t2,i, zi, openT,1,irȳ1s, openT,2,irȳ2s, openg,iqiPr3s,γ0,γ1q

pcom, randq Ð$ GS.CompcrsGS, pwq ; w Ð p pw, randq

// For simplicity, we denote comxx and randxx for the

// commitment to the value xx and corresponding randomness.

// Compute the proof of correct evaluation

πGS Ð$ GS.PpcrsGS, pEq. R.2-R.8, comq,wq // Prove Eq. R.2-R.8

xlin Ð ppcomyj , comβ1f,j
qj,Pr2s, pcomt1,i , comt2,i , comzi , comβ1g,i

qiPr3s, comγ0 , comγ1 q

wlin Ð ppyj , randyj , β
1
f,j , randβ1

f,j
qjPr2s, pzi, randzi , β

1
g,i, randβ1

g,i
, ptj,i, randtj,i qjPr2sqiPr3s,

,γ0,γ1, randγ0
, randγ1

q

πlin Ð$Πlin.P
Hlin pcrslin,xlin,wlinq // Prove knowledge of scalar openings

xtrunc Ð pcomcnt, pcomyj , comȳj qjPr2sq;wtrunc Ð pcnt, randcnt, pyj , randyj , ȳj , randȳj qjPr2sq

πtrunc Ð$Πtrunc.P
Htrunc pcrstrunc,xtrunc,wtruncq // Prove Eq. R.1 and R.9

ctrrctxts Ð ctrrctxts ` 1 // Increment counter

Update D to D1 according to the new counter

return ppsn, τ “ pdbsp, com, π “ pπGS, πlin, πtruncqqq,D
1
q

Algorithm Vpcrs, pkI, ctxt, r, τ “ psn, com, πqq:

parse xlin,xtrunc as in Show and parse pπGS, πlin, πtruncq Ð π

return GS.VpcrsGS, pEq. R.2´ R.8, comq, πGSq ^ // Verify Eq. R.2-R.8

Πlin.Ppcrslin,xlin, πlinq ^ Πtrunc.Ppcrstrunc,xtrunc, πtruncq

Fig. 10. Showing and Verification algorithms.

Algorithm noncepcrs, pkI, ctxtq:

return rÐ$ Z˚p

Algorithm Identifypcrs, pkI, ctxt, r, r
1, sn, τ, τ 1q:

parse pdbsp, com, πq Ð τ, pdbsp1, com1, π1q Ð τ
1

return

ˆ

dbsp´
dbsp´ dbsp1

r ´ r1
r

˙

G1

Fig. 11. Nonce generation and Identification algorithms.
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which are evaluations and openings of the committed polynomials. In general, this is required for the
security proof to reduce to binding of KZG commitment.

Groth-Sahai proofs. We now describe how we use GS to prove equation (R.2) to equation (R.8). In
particular, equations (R.2) and (R.3) are linear and quadratic equations over Zp, equations (R.4) to (R.7)
are pairing-product equations, and equation (R.8) is a multi-scalar multiplication over G1. Ultimately, the
elements in the witness will be committed as a commitment in G1 or G2 (or both). Accordingly, when crsGS
is in binding mode, one can extract (through perfect F -knowledge property) the witness rw containing

xcnt1 P G1, xcnt2 P G2, pkUser P G1, Cγ P G1,Γ 0,Γ 1 P G2
2

C “ pCf,1, Cf,2, pCg,i, CT,1,i, CT,2,iqiPr3sq P G11
1 , σ,

pYj P G1, Ȳ1,j P G1, Ȳ2,j P G2,zopenf,j “ pB
1
f,j P G2, Qf,j P G1qqjPr2s,

pZi P G1,zopeng,i “ pB
1
g,i P G2, Qg,i P G1q, pT̂j,i P G1, openT,j,i P G1qjPr2sqiPr3s,

These group elements satisfy the following equations derived from (R.2) - (R.8).

sn ¨GT “ pT1,1 ` T2,1 ` Z1,T1,2 ` T2,2 ` Z2q ` e
`

xcnt1,Γ 0

˘

` e pG1,Γ 1q

dbsp ¨G1 “ pkUser ` rpT1,3 ` T2,3 ` Z3q

1 “ SPS.VppkI, ppkUser, C, Cγq, σq

e
`

xcnt1, G2

˘

“ e
`

G1, xcnt2
˘

e
`

Ȳ1,j , G2

˘

“ e
`

G1, Ȳ2,j

˘

@j P r2s

e pCf,j ´ Yj , G2q ` e
`

H,B1f,j
˘

“ e
`

Qf,j , X2,1 ´ xcnt2 ´ ctxt ¨ 2`cntG2

˘

@j P r2s

e pCg,u ´ Zi, G2q ` e
`

H,B1g,j
˘

“ e
`

Qg,i, X2,1 ´ xcnt2 ´ ctxt ¨ 2`cntG2

˘

@i P r3s

e
´

CT,j,i ´ T̂j,i, G2

¯

“ e
`

openT,j,i, X
1
2,1 ´ Ȳ2,j

˘

@j P r2s, i P r3s

e pCγ , G2q “
ř2
i“1 e pHi, Γ0,iq ` e pH2`i, Γ1,iq (1)

We denote (1) as all of the equations above. For convenience, we say px, rwq P rRtok for statements x of the
same format as Rtok and rw satisfying (1).

Proof Πlin. This proof, given in Figure 12, is a simple proof for linear homomorphism over G1 and G2. In
particular, it proves knowledge of the witness for the following relation:

Rlin,crsGS :“tpx “ pcomi,1 P G2
1qiPrl1s, pcomi,2 P G2

2qiPrl2sq,

w “ ppyi,1 P Zp, randi,1 P Z2
pqiPrl1s, pyi,2 P Zp, randi,2 P Z

2
pqiPrl2sqq :

@i P rl1s : comi,1 “ GS.CompcrsGS, yi,1; randi,1q ^

@i P rl2s : comi,2 “ GS.CompcrsGS, yi,2; randi,2qu .

For the token showing algorithm, we specifically use Πlin to show knowledge of openings to the commit-
ments ppcomyj , comβ1f,j

qj,Pr2s, pcomt1,i , comt2,i , comzi , comβ1g,i
qiPr3s, comγ0

, comγ1
q, which corresponds to the

Zp scalars in the openings of the commitment Cg,i, Cf,j , CT,j,i, and Cγ .
We note that Πlin is correct, perfect zero-knowledge, and multi-proof rewinding extractability property

of Πlin as established in the following lemma.Note that for our proof, we only need the lemma for when crsGS
is generated in binding mode.

Lemma 5.1. Let GGen be a group generator outputting groups of prime-order p “ ppλq. The proof system
Πlin is correct and perfect zero-knowledge, i.e., there exists a simulator Sim such that for any adversary A,
AdvzkΠlin,SimpA, λq “ 0.

Also, let Dλ be a distribution of inputs that contains parÐ$ GGenp1λq and crslin “ pcrsGS, Z P G1q with
crsGS generated from GS.Setupbind and ZÐ$ G1 and some auxiliary input inp1. Let A be an algorithm such
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Algorithm Πlin.Ppcrslin “ pcrsGS, Zq,x,wq

parse ppcomi,1qiPrl1s, pcomi,2qiPrl2sq Ð x

parse ppyi,1 P Zp, randi,1qiPrl1s,

pyi,2 P Zp, randi,2qiPrl2sqq Ð w

r1,1, . . . , rl1,1, r1,2, . . . , rl2,2, c1, sÐ$ Zp

ρ1,1, . . . , ρl1,1, ρ1,2, . . . , ρl2,2 Ð$ Z2
p

for j P r2s, i P rljs do

Ai,j Ð GS.CompcrsGS, ri,j ; ρi,jq

RÐ sG1 ´ c1Z

cÐ Hpx, pAi,jqjPr2s,iPrlj s, Rq

c0 Ð c{c1

for j P r2s, i P rljs do

zi,j Ð ri,j ` c0 ¨ yi,j ; ζi,j Ð ρi,j ` c0 ¨ randi,j

return pc0, c1, pzi,j , ζi,jqjPr2s,iPrlj s, sq

Algorithm Πlin.SetuppcrsGSq:

ZÐ$ G1

return crslin “ pcrsGS, Zq

Algorithm Πlin.Vpcrslin,x, πq

parse ppcomi,1qiPrl1s, pcomi,2qiPrl2sq Ð x

parse pc0, c1, pzi,j , ζi,jqjPr2s,iPrlj s, sq Ð π

for j P r2s, i P rljs do

Ai,j Ð GS.CompcrsGS, ri,j ; ρi,jq ´ c0 ¨ comi,j

RÐ sG1 ´ c1Z

return c0 ` c1 “ Hpx, pAi,jqjPr2s,iPrlj s, Rq

Fig. 12. Proof system Πlin. Note that we define the setup takes crsGS instead of 1λ since the language depends on
the Groth-Sahai CRS. One can view the actual setup algorithm as sampling the group parÐ$ GGenp1λq, running
GS.Setup, and run the algorithm Πlin.Setup.

that it takes an input inpÐ$ D and makes at most QH “ QHpλq queries to Hlin modeled as a random oracle.
Denote accpA, λq as the probability (over inpÐ$ D, the random oracle H’s outputs, and the random coins ρA
sampled from RA of A) such that A outputs ppxi, πiqiPrLs, auxq where all of the pairs pxi, πiq verify. Then,

there exists an efficient extractor ExtAlin taking as input inpÐ$ D and outputs pwiqiPrLs, such that there exists
an adversary Bdlog such that

Pr

»

—

—

–

@i P rLs :
ppxi,wiq P Rlin,crsGS ^

Πlin.V
Hlinpcrslin,xi, πiq “ 1q

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

inp “ ppar, crslin “ pcrsGS, Zq, inp
1
q Ð$ D

ρAÐ$ RA
out “ ppxi, πiqiPrLs, auxq Ð AHlinpinp; ρAq

pwiqiPrLsÐ$ ExtAlinpinp, out,h; ρAq

fi

ffi

ffi

fl

ě
accpA, λq

8
´ Advdlog

GGenpBdlog, λq ,

where h denotes the random oracle outputs during the run of A. Additionally, Ext and Bdlog run in time at

most 8L2QH

acc lnp 8L
acc q times that of A.

Proof (of Lemma 5.1). Correctness follows by inspection, and perfect zero-knowledge follows by setting up Z
with a trapdoor z P Zp (the CRS is still identically distributed) and using z to compute the proof for statement
ppcomi,1qiPrl1s, pcomi,2qiPrl2sq by sampling c0 Ð$ Zp and compute Ai,j Ð GS.CompcrsGS, zi,j ; ζi,jq ´ c0comi,j

with zi,j Ð$ Zp, ζi,j Ð$ Z2
p and compute R Ð rG1 with s “ r ` pc ´ c0q ¨ z. Given c, the distribution of

pc0, c1, pAi,j , zi,j , ζi,jq, R, q is identical to that of the actual prover. Hence, we have perfect zero-knowledge.
The property of the extractor follows from the multi-forking lemma Lemma 2.2 as we will show now.

Without loss of generality, we assume that A already makes the query to be made at verification. Now, we
define a wrapper A1 which takes as input inpÐ$ D (and a sampled random coin ρA) and a list h1, . . . , hQH

P Zp
and runs A on input inp and program the random oracle Hlin using h1, . . . , hQH

(by incrementing a counter
ctr and using hctr on a new query). On the output ppxi, πiqiPrLs, auxq of A, A1 checks if all proofs are valid,
and if not abort, set F Ð H, otherwise, set F as the set of indices of RO queries corresponding to each of
the L proofs A outputs. Then, it returns pF, pxi, πiqiPrLs, auxq. Then, define the extractor Extlin as follows:

‚ It takes as input inp “ ppar, crslin “ pcrsGS, Zq, inp
1
q, and ppxi, πiqiPrLs, auxq,h; ρA.

‚ Run A1 on input pinp,h; ρAq and get the output pF, out, auxq which should be the same as ppxi, πiqiPrLs, auxq,
since A1 essentially runs A again with the same randomness and RO outputs.
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‚ If F “ K, return K.

‚ Rewind A1 as MForkA
1

pinpq would if the first run of A1 uses h. (Refer to the description of MFork in
Lemma 2.2 after the second bulletpoint.) At the end of this process, the extractor will obtain out1 “
ph1i,x

1
i, π

1
iqiPrLs.

‚ For each i P rLs, parse

´ ppcomi,j,1qjPrl1s, pcomi,j,2qjPrl2sq Ð xi

´ pci,0, ci,1, pzi,k,j , ζi,k,jqjPr2s,kPrljs, siq Ð πi
´ ppcom1i,j,1qjPrl1s, pcom

1
i,j,2qjPrl2sq Ð x

1
i. Note that by how MFork and A1 are defined xi “ x

1
i as they

corresponds to the same RO query from A.
´ pc1i,0, c

1
i,1, pz

1
i,k,j , ζ

1
i,k,jqjPr2s,kPrljs, s

1
iq Ð π1i

‚ If ci,0 “ c1i,0 for some i P rLs, return K.

‚ Otherwise, set wi “ pci,0 ´ c
1
i,0q

´1 ¨ pzi,k,j ´ z
1
i,k,j , ζi,k,j ´ ζ

1
i,k,jqjPr2s,kPrljs and return pwiqiPrLs.

Also, note that when F ‰ K, we have that all the proofs verify and hi ‰ h1i for all i P rLs. Now, we consider
the event that for some i P rLs, ci,0 “ c1i,0 and denote this event as Bad. Since hi ‰ h1i, we have that ci,1 ‰ c1i,1,
which allows us to recover the discrete log z “ psi ´ s1iq{pci,1 ´ c1i,1q as the proofs πi, π

1
i correspond to the

same random oracle query (hence the same Ri “ siG1 ´ ci,1Z “ s1iG1 ´ c
1
i,1Z). We can see that there exists

B playing DL game with running time as in the lemma statement such that PrrBads ď Advdlog
GGenpB, λq.

If Bad does not occur, we can easily see that wi is a witness for xi as the commitment scheme is linearly
homomorphic. The bound then follows from Lemma 2.2. [\

Proof for correct truncation and more Πtrunc.We give a proof system for the relation Rtrunc defined
as

Rtrunc,crs :“

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

px “ pcomcnt, pcomyj , comȳj qjPr2sq,
w “ pcnt, randcnt,
pyj , randyj , ȳj , randȳj qjPr2sq

:

comcnt “ pGS.CompcrsGS, cnt; randcntq ^
cnt P r0, N ´ 1s ^
p@j P r2s : comyj “ GS.CompcrsGS, yj ; randyj q ^
comȳj “ GS.CompcrsGS, ȳj ; randȳj q ^
yj P r0, p´ 1s ^ ȳj P r0, 2

m ´ 1s
^ ȳ ” y pmod 2mqq

,

/

/

/

/

/

/

.

/

/

/

/

/

/

-

.

We included the commitment to the counter cnt as well to make the token size more compact instead of
proving them separately. As alluded to earlier, this relation shows that cnt is in the range r0, N ´ 1s and ȳ
is exactly the integer y P r0, p ´ 1s truncated to only m bits. (Just for the high-level description, we forgo
the subscript j P r2s) First, we write y “

řn
i“0 bi2

i P r0, p´ 1s with bi P t0, 1u for all i P r0, ns. To prove that
ȳ “ y pmod 2mq using group of prime-order p, one would do the following at a high-level:

‚ Commit to the bits b0, . . . , bn.
‚ Prove that ȳ “

řm´1
i“0 bi2

i pmod pq and y “
řn
i“0 bi2

i pmod pq.
‚ Additionally, we need to show that

řn
i“0 bi2

i P r0, p´1s. Note that this is very crucial as the prime-order
group structure does not ensure that the committed bits sum up to an integer in the range r0, p ´ 1s
due to overflowing in modulo p.6 In this case, one needs to prove the following: (a) bn “ 0 or (b)
řn´1
i“0 bi2

i P r0, p´1´2ns. For (b), we additionally commits to bits b10, . . . , b
1
n1´1 and prove that if bn “ 1,

then p´ 1´ y “
řn1´1
i“0 b1i2

i pmod pq where n1 “ rlogpp´ 2nqs.

The following lemma shows that such condition is the necessary and sufficient to ensure that
řn
i“0 bi2

i P

r0, p´ 1s.

Lemma 5.2. Let p be an odd prime, n “ tlog pu and n1 “ rlogpp ´ 2nqs. Also, let b0, . . . , bn P t0, 1u and
y “

řn
i“0 bi2

i pmod pq. Then,
řn
i“0 bi2

i P r0, p ´ 1s if and only if pbn “ 0q _ pbn “ 1 ^ pp ´ 1 ´ yq

pmod pq P r0, 2n
1

´ 1sq.

6 For example, both the bit-decomposition of 0 and p sum up to the same Zp element.
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Proof. pñq Suppose
řn
i“0 bi2

i P r0, p´1s, then this is straightforward as either bn “ 0 or if bn “ 1,
řn´1
i“0 bi2

i “

y ´ 2n P r0, p´ 1´ 2ns. Since p´ 2n ď 2n
1

by definition of n1, p´ 1´ y “ p´ 1´ 2n ´ py ´ 2nq ď 2n
1

´ 1.

pðq Suppose bn “ 0 or pbn “ 1 ^ pp´1´yq pmod pq P r0, 2n
1

´1sq. For the first case, it is already implied
that

řn
i“0 bi2

i P r0, p´ 1s. For the latter, suppose for contradiction that
řn
i“0 bi2

i ě p. Then, y “
řn
i“0 bi2

i

pmod pq “
řn
i“0 bi2

i´ p (the last equality is saying that the representation of y is exactly that of the integer
řn
i“0 bi2

i ´ p). Additionally, we have that y ă 2n`1 ´ p.

Now, consider pp´ 1´ yq pmod pq ą p´ 1´ 2n`1 ` p “ 2pp´ 2nq ´ 1 ě 2n
1
´1`1 ´ 1 “ 2n

1

´ 1. The first
inequality follows from y ă 2n`1´ p. The second inequality follows from the definition of n1. Hence, proving
the statement. [\

Hence, the constraints defined in the relation Rtrunc,crs boils down to proving the following equations

over the vector v :“ pcnt, y1, y2, ȳ1, ȳ2, bcnt, b0, b1, b
1
0, b

1
1q where bcnt P Z`cntp , b0, b1 P Zn`1

p , b10, b
1
1 P Zn1p . Let

b̂ “ pbcnt, b0, b1, b
1
0, b

1
1q

0 “ b̂ ˝ p1´ b̂q (2)

0 “
ř`cnt´1
i“0 bcnt,i2

i ´ cnt (3)

0 “
řn
i“0 bj,i2

i ´ yj @j P r2s (4)

0 “
´

řn1´1
i“0 b1j,i2

i ` 1` yj

¯

bj,n @j P r2s (5)

0 “
řm´1
i“0 bj,i2

i ´ ȳj @j P r2s (6)

The first equation shows that bcnt, b0, b1, b
1
0, b

1
1 are vector of bits (˝ denotes element-wise multiplication).

The second equation shows that cnt P r0, N ´ 1s. The third equation, combined with Lemma 5.2, shows that
yj “

řn
i“0 bj,i2

i P r0, p´ 1s. The fourth equation shows that ȳj “ y pmod 2mq.

The above consists ofNtrunc “ 2pn`n1`1q``cnt`2 quadratic equations over v and 5 more linear equations.
These can be proved using efficient proofs for arithmetic circuits, e.g., Bulletproofs [BBB`18] or Compressed
Σ-protocol [AC20]. In our setting, we have two additional inconveniences to resolve: (1) our commitments
are Groth-Sahai commitments instead of Pedersen, and (2) we require statistical zero-knowledge (and this
is without assuming limited query to the random oracle model). Fortunately, the framework of [AC20] allow
us to easily integrate these aspects into the proof system.

To this end, we construct the underlying interactive proof Πhvzk
trunc (given in Figure 13), make it zero-

knowledge (instead of HVZK), and derive Πtrunc by applying the Fiat-Shamir transformation [FS87]. For
Πhvzk

trunc, we give a high-level idea from the framework of [AC20] as follows:

1. Compute a Pedersen commitment P of the vector v while proving that cnt, y1, y2, ȳ1, ȳ2 which is com-
mitted to in com are contained in v.

2. Apply the proof for arithmetic circuit on v. In particular, the prover samples random Zp-polynomials f, g

of degree at most Ntrunc such that fpiq “ b̂i “ 1´gpiq for i P r2pn`n1`1q` `cnts and fpNtrunc´ j`1q “
řn1´1
i“0 b1j,i2

i ` 1` y, gpNtrunc ´ j ` 1q “ bj,n for j P r2s (note that fp0q, gp0q are uniformly random). The
prover additionally commits to fp0q, gp0q and the evaluation of a polynomial hpxq “ fpxq ¨ gpxq of degree
at most 2Ntrunc on x “ 0, . . . , 2Ntrunc. The verifier then sends a random challenge c P Zp for which the
prover replies with z1 “ fpcq, z2 “ gpcq, z3 “ hpcq.

This linearizes the multiplications as the prover now proves only linear equations over the v and
fp0q, gp0q, hp0q, hp1q, . . . , hp2Ntruncq. In particular, the prover now only proves that the committed vector
can be linearly combined into z1, z2, z3 with respect to the correct interpolation equality, and for each
output of the circuit (in our case, each multiplication gate), the affine linear combination over the inputs
v and outputs of the multiplication gates hpiq (for i P r2Ntrunc ` 7s) satisfy the claimed output. In our
case, this means the outputs of the multiplication are zero, and that z1, z2, z3 are actually evaluation of
the committed f, g, h. Note that we can make an optimization by not committing to hp1q, . . . , hpNtruncq

since we claim they are 0. (See [AC20] for more detail.)
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To prove these linear equations, we use an interactive proof system ΠNullity (as defined in [AC20]) which
proves knowledge of of a witness v1 for the following relation where tLipxqu is a set of affine functions.

RNullity :“ tppH trunc, P, tLipxquq,vq : P “
ÿ

viHtrunc,i ^ @i : Lipvq “ 0u .

Again, we refer to [AC20] for the detail of these proof systems.
To make the proof system zero-knowledge instead of HVZK, we include in the CRS a group element

Z P G1 and let the prover either prove knowledge of the discrete log z or that the statement is true.
Denote this proof system as Πzk

trunc (given in Figure 14). We note that the first verifier challenge for Πhvzk
trunc

is not uniformly random in Zp but Zpzt1, . . . , Ntruncu. We can think of this first challenge as being uniform
in r0, p ´ Ntrunc ´ 1s as well as c1, c1,1 P r0, p ´ Ntrunc ´ 1s in the description of Πzk

trunc. Then, compute
c1,0 “ c1´ c1,1 in modulo p´Ntrunc and map it back into Zpzt1, . . . , Ntruncu (there exists such a bijection by
simple enumeration of elements), so that c1,0 is still uniformly random in the same domain r0, p´Ntrunc´1s.
The ZK simulator for Πzk

trunc will generate Z with the discrete log z and simulate the protocol using z. Finally,
we denote the non-interactive proof Πtrunc as the Fiat-Shamir transformed [FS87] version of Πzk

trunc.
Now, we define a relaxed relation

rRtrunc,crs :“ tpx,wq : px,wq P Rtrunc _ pcrs,wq P Rdlogu ,

where Rdlog contains statements and witnesses corresponding to non-trivial discrete logarithm over the CRS,
i.e., either the witness is w “ z such that Z “ zG1 or w “ v ‰ 0 such that 0G1 “

ř

i viHtrunc,i.

Lemma 5.3. Let Ntrunc “ 2pn` n1 ` 1q ` `cnt ` 2. The proof system Πzk
trunc is correct, p2Ntrunc ` 1, Ntrunc `

11, 2, 2, k1, . . . , kµq-special sound for the relaxed relation rRtrunc, where ki “ 3 for all i P rµs with µ “

rlogp2Ntrunc ` 7qs, and is perfect zero-knowledge.

Proof. Note first that Πhvzk
trunc is correct, p2Ntrunc ` 1, Ntrunc ` 11, 2, 2, k1, . . . , kµq-special sound, and special

honest verifier zero-knowledge by the results in [AC20].
Correctness of Πzk

trunc then follows from correctness of Πhvzk
trunc.

Zero-knowledge is based on a simulator Sim where (1) SimSetup generates the CRS honestly ex-
cept that Z is sampled with a trapdoor z P Zp, and (2) SimPpcrs, td,xq first samples the challenges
c1 “ pc1,0, . . . , cµ`4,0q, runs the HVZK simulator of Πhvzk

trunc on pcrs,x, c1q, samples Ri Ð riG1 with riÐ$ Zp
for i P rµ ` 4s, and when the adversary sends a challenge ci, compute si Ð ri ` pci ´ ci,0qz. Statistical ZK
then follows by HVZK of Πhvzk

trunc and that pRi, ci,1, siq are identically distributed to the one in the actual
protocol.

For special soundness, observe that for a p2Ntrunc ` 1, Ntrunc ` 11, 2, 2, k1, . . . , kµq-tree of transcripts,
if at some root of a subtree at level i the next level transcript contains distinct ci,1 values along with si
such that siG1 ´ ci,1Z “ Ri (note that Ri is contained in the root of the subtree), then an extractor can
extract the discrete log z. Otherwise, the subtree will contain identical ci,1 meaning ci,0 will be distinct as
the challenges ci are distinct. Therefore, we instead have a p2Ntrunc ` 1, Ntrunc ` 11, 2, 2, k1, . . . , kµq-tree of
Πhvzk

trunc transcripts instead, where its extractor can obtain a witness w of Rtrunc or some non-trivial discrete
logarithm of H trunc. Thus, proving special-soundness of Πzk

trunc. [\

Next, we establish the security of the non-interactive proof Πtrunc in the following lemma. Soundness
follows from the result of [AFK22] and remark that we only consider soundness when crsGS is generated
in binding mode, i.e., via GS.Setupbind. Otherwise, any commitment can be opened to any openings, so any
statements will always be in the language. Moreover, the reduction to DL is only expected time due to the
resulting rewinding extractor from [AFK22].

Lemma 5.4. Let GGen be a group generator outputting groups of prime-order p “ ppλq. Also, let n “ tlog pu,
n1 “ rlogpp ´ 2nqs and Ntrunc “ 2pn ` n1 ` 1q ` `cnt ` 2 “ Opλq. The proof system Πtrunc is correct, perfect
zero-knowledge (without assuming the random oracle model), and when crsGS is generated in binding mode,
sound for the language induced by the relation Rtrunc where for any adversary A running in time tA “ tApλq
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Πhvzk
trunc.SetuppcrsGSq:

Htrunc Ð$ G2Ntrunc`7
1

return crshvzk “ pcrsGS,Htrunc P G2Ntrunc`7
1 q

Πhvzk
trunc.Ppcrshvzk,x,wq Ø Πhvzk

trunc.Vpcrshvzk,xq

parse pcrsGS,Htrunc P G2Ntrunc`7
1 q Ð crshvzk

parse pcomcnt, pcomyj , comȳj qjPr2sq Ð x

parse pcnt, randcnt,

pyj , randyj , ȳj , randȳj qjPr2sq Ð w

Let v Ð pcnt, y1, y2, ȳ1, ȳ2, bcnt, b0, b1, b
1
0, b

1
1q P ZNtrunc`3

p

satisfying Eq. (2-6)

Rename pcomiqiPr5s Ð x

γ Ð prandcnt, randy1 , randy2 , randȳ1 , randȳ2 q

rÐ$ Zp, ρÐ$ Z2
p

Sample f, gÐ$ ZďNtrunc
p rXs such that

fpiq “ b̂i “ 1´ gpiq for i P rNtrunc ´ 2s,

fpNtrunc ´ j ` 1q “
řn1´1
i“0 b1j,i2

i
` 1` y, and

gpNtrunc ´ j ` 1q “ bj,n for j P r2s

hpXq “ fpXqgpXq

AÐ GS.CompcrsGS, s; ρq

v
1
“ pv, r, fp0q, gp0q, hp0q,

hpNtrunc ` 1q, . . . , hp2Ntruncqq P Z2Ntrunc`7
p

P Ð
ř2Ntrunc`7
i“1 v1iHtrunc,i

P,A cÐ$ ZpzrNtruncs

z1 Ð fpcq, z2 Ð gpcq, z3 Ð hpcq c

s “ r `
ř5
i“1 vi ¨ c

i

φ “ ρ`
ř5
i“1 γi ¨ c

i z1, z2, z3, s, φ if z1z2 ‰ z3 _ GS.CompcrsGS, s;φq

“ A`
ř5
i“1 c

icomi then abort

ΠNullity

¨

˚

˚

˚

˝

Htrunc, P,

Cpv1q
fpcq ´ z1
gpcq ´ z2
hpcq ´ z3
Lcpv

1
q ´ s

;v
1

˛

‹

‹

‹

‚

Fig. 13. Interactive proof Πhvzk
trunc. Note: Ntrunc “ 2pn ` n1 ` 1q ` `cnt ` 2. Note that f, g are sampled randomly such

that fpiq, gpiq corresponds to the left and right input of multiplication gates in C, which is defined by Eq. (2-6). Also,
Lcpv

1
q :“ s`

ř5
i“1 c

iv1i. We define the setup takes crsGS instead of 1λ since the language depends on the Groth-Sahai
CRS.

making at most QH “ QHpλq queries to the random oracle Htrunc, there exists an adversary B playing the DL
game running in expected time OpN4

truncqQHtA such that

AdvsoundΠtrunc
pA, λq ď Advdlog

GGenpB, λq ` pQH ` 1qε` 1{p ,

where ε “ Erp2Ntrunc ` 1, Ntrunc ` 11, 2, 2, k1, . . . , kµ; p ´ Ntrunc, p, . . . , pq with Erpk1, . . . , kµ;N1, . . . , Nµq “
1´

śµ
i“1p1´

ki´1
Ni
q.

Proof (of Lemma 5.4). Correctness follows from correctness of Πzk
trunc.

Statistical zero-knowledge follows from statistical/perfect zero-knowledge of Πzk
trunc. In particular, we

can go through the following sequence of games.
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Πzk
trunc.SetuppcrsGSq:

crshvzk Ð$Π
hvzk
trunc.SetuppcrsGSq;ZÐ$ G1

return crstrunc “ pcrshvzk, Zq

Πzk
trunc.Ppcrstrunc,x,wq Ø Πzk

trunc.Vpcrstrunc,xq

parse pcrshvzk, Zq Ð crstrunc

c1,1, . . . , cµ,1, s1, . . . , sµÐ$ Zp
for i P rµs : Ri Ð ci,1Z ´ siG1

// Round 1

pmsg1, stq Ð$Π
hvzk
trunc.P1pcrshvzk,x,wq

R1,msg1

c1 Ð$ ZpzrNtruncs

// Round i “ 2, . . . , µ

ci´1,0 Ð ci´1 ´ ci´1,1

pmsgi, stq Ð$Π
hvzk
trunc.Pipst, ci´1,0q

ci´1,0, si´1, Ri,msgi

ciÐ$ Zp

// Round 2µ` 1

msgµ`1 Ð$Π
hvzk
trunc.Pµ`1pst, cµ,0q

cµ,0, sµ,msgµ`1 transÐ ppmsgi, ci,0qiPrµs,msgµ`1q

return Π
hvzk
trunc.Vpcrshvzk,x, transq ^

@i P rµs : Ri ` ci,1Z “ siG1

Fig. 14. Interactive zero-knowledge proof Πzk
trunc constructed using Πhvzk

trunc. Similar to Πhvzk
trunc, we define the setup takes

crsGS instead of 1λ since the language depends on the Groth-Sahai CRS. For the first challenges c1, c1,0, c1,1, we view
it as being in r0, p ´ Ntrunc ´ 1s (via a simple bijection between r0, p ´ Ntrunc ´ 1s and ZpzrNtruncs). Then, when we
compute c1,0 “ c1 ´ c1,1 we do so in modulo p´Ntrunc and map it back into ZpzrNtruncs.

Game GA
0 pλq. In this game, the CRS is generated from Πtrunc.Setup algorithm and the adversary is given

access to the oracle O0 which on input px,wq return the proof πtrunc computed from Πtrunc.P if px,wq P Rtrunc.
Game GA

1 pλq. In this game, the CRS is generated from SimSetup of Πzk
trunc which generates crs along with a

trapdoor td. By zero-knowledge of Πzk
trunc in Lemma 5.3, we have that

PrrGA
1 pλq “ 1s “ PrrGA

0 pλq “ 1s .

Game GA
2 pλq. In this game, we now compute πtrunc in each oracle query from SimP of Πzk

trunc. In particular,
the oracle run the simulator and hash the output in each round to get the challenge for the next round. By
zero-knowledge of Πzk

trunc in Lemma 5.3, we have that

PrrGA
2 pλq “ 1s “ PrrGA

1 pλq “ 1s .

Hence, Πtrunc is perfect zero-knowledge.
For soundness, we consider an adversary A playing the soundness game. In particular, A takes as input

crs “ pcrsGS,H trunc, Zq with crsGSÐ$ GS.Setupbindpparq and H truncÐ$ G2Ntrunc`7
1 , ZÐ$ G1 and returns a pair

of statement and valid proof px, πq. Let Good denote the event where A wins in the soundness game, i.e., it
outputs x “ pcomcnt, comy1 , comy2 , comȳ1 , comȳ2q and πtrunc which verifies, but the committed values (which
are statistically bound to the commitment) pcnt, y1, y2, ȳ1, ȳ2q such that ȳj ı yj pmod 2mq or yj R r0, 2

m´1s

for some j P r2s or cnt R r0, 2`cnts. Note that PrrGoods “ AdvsoundΠtrunc
pA, λq.

To analyze PrrGoods, we will employ the rewinding extractor of Attema et al. [AFK22], which we denote
ExtAFK. Our reduction B playing the DL game does the following:
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‚ On input ppar “ pp,G1,G2,GT , eq, G1, Xq, B samples α,βÐ$ Z2Ntrunc`7
p , a, bÐ$ Zp. Set H trunc Ð αG1`

βX and Z Ð aG1 ` bX. Also, sample crsGSÐ$ GS.Setupbindpparq. Set crs “ pcrsGS,H trunc, Zq.

‚ Run px, π,wq Ð$ ExtAAFKpcrs, ρAq.

‚ If px,wq R rRtrunc, abort. Next, if px,wq R Rtrunc, it is of the following form (1) If w “ z where

zG1 “ Z, then return pz ´ aq{b. (2) If w “ v1 such that v10 `
ř2Ntrunc`7
i“1 v1iHtrunc,i “ 0G1 , then re-

turn ´
ř2Ntrunc`7
i“1 v1iαi{p1 `

ř2Ntrunc`7
i“1 v1iβiq. (Both of these assuming we divide with non-zero element,

which occurs with probability at most 1{p as b and β are hidden from the view of A.)

Note that B runs A at most pQ`1q ¨T times in expectation where T “ 4 ¨3rlogp2Ntrunc`7qsp2Ntrunc`1qpNtrunc`

11q “ OpN4
truncq. Let Bad be the event that A outputs a valid px, πtruncq but does not succeed in the soundness

game and SuccExt be the event that ExtAFK successfully outputs w such that px,wq P rRtrunc (in the relaxed
relation). Then, by adaptive knowledge extraction of Πtrunc which follows from special soundness of Πzk

trunc

and [AFK22, Proposition 2 and Theorem 4], we have that with ε as defined in the statement

Pr rSuccExts ě
PrrGood _ Bads ´ pQ` 1qε

1´ ε
ě PrrGood _ Bads ´ pQ` 1qε ,

with the second inequality following from 1 ´ ε ď 1. Note that Good and Bad are disjoint by definition, so
PrrGood _ Bads “ PrrGoods`PrrBads. Then, notice that when ExtAFK succeeds and PrrBads does not occur,
B wins the DL game except with probability 1{p. Hence

Advdlog
GGenpB, λq ě PrrSuccExts ´ PrrBads ´

1

p

ě PrrGoods ´
1

p
´ pQ` 1qε

“ AdvsoundΠtrunc
pA, λq ´ 1

p
´ pQ` 1qε ,

concluding the proof. [\

5.3 Discussion

Efficiency. For efficiency, we will instantiate the SPS scheme with ones that are secure from the SXDH as-
sumption and has signatures with constant number of group elements such as ones from [AHN`23, GHKP18,
AJOR18, AJO`19]. Also, we will require our the group choice to have prime order p such that p ´ 1 has a
power-of-two divisor; in particular, we require 16k “ 2m`1 to divide p ´ 1 to allow Fast-Fourier transform
of size 2m`1 over the group elements [GHO20]. (This leads to quasilinear runtime of the user to precompute
the openings of VCKZG commitments [FK23]) Note that this condition is true for several concrete groups, for
instance the bilinear group BLS12-381 [Bow17] has power-of-two divisor as large as 232. Now, we consider
the following asymptotic efficiency guarantees for each algorithms.

Issuance protocol.The user-side algorithms is mostly dominated by sampling the function key and com-
puting the commitments C along with the precomputed openings to CT,j,i. This precomputation takes
Opk log2 kq group exponentiation. The issuer-side, however, only needs to compute Op1q group exponentia-
tions for the signing and committing to γ0,γ1.

Showing. Showing algorithm’s runtime is dominated by OpNtruncq “ Opλq group exponentiations to com-
pute the proof πtrunc and the openings to Cf,j , Cg,i. Other operations only take constant number of group
exponentiation.

Verification. The verifier also needs to make OpNtruncq “ Opλq group exponentiations to verify πtrunc,
which dominated its computational cost.
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Token size. Each token contains Oplog λq group elements and scalars, which consist of:

(a) The serial number and double spending equation consisting of 3 scalars.
(b) Groth-Sahai commitments to (b.1) the commitments C, Cγ , (b.2) signature σ, (b.3) intermediate values

yj , ȳj , zi, tj,i, and (b.4) the corresponding openings to the commitments. These are constant number of
group elements.

(c) Groth-Sahai proof πGS. This contains constant number of group elements in G1 and G2, as we have
constant number of equations with constant number of witnesses as described in equations (R.2) - (R.8).

(d) The proof πlin, which consists of constant number of group elements and scalars.
(e) The proof πtrunc. This is a Fiat-Shamir compiled proof from a 2µ`1-move protocol where µ “ rlogp2Ntrunc`

7qs ` 3 “ Oplog λq with each move sending constant number of group elements and scalars. Thus, this
consists of Oplog λq group elements.

Dispenser size. The dispenser contains Opkq group elements and scalar including:

(a) The key key to the function Fkey: Opkq scalars in Zp from the tables Tj,i P Z8k
p and coefficients of fj , gi,

(b) The commitments and signature: constant number of group elements in G1 and G2,
(c) The precomputed openings to VCKZG commitments CT,j,i: Opkq elements in G1,
(d) The states ρf,j , ρg,i for computing openings to Cf,j , Cg,i: constant number of scalars in Zp,
(e) Data structure for keeping track of counters keeps at most k counters.

Possible extension. Remark 3.1 informally discussed alternative security notion providing rate-limiting
property with respect to k (i.e, users should not spend more than k tokens, otherwise they will be identified).
Here, we provide a sketch on how we can modify our construction to achieve such properties. An approach
(taking ideas from the e-cash construction of [CHL05]) is to have the user additionally commit to another
(statistically) pseudorandom function keys, which will only be evaluated on inputs in the range r0, k ´ 1s.
(This can also be a random vector of length k.) In particular, the user will now have two serial numbers
and two double spending values (one to detect double-spending per context and another to detect double
spending overall). Similar ideas for security should still work.

6 Security of EARLT

In this section, we state the security guarantees for our EARLT “ EARLTrGGens scheme along with the proofs.
As a short summary, with k,N, d as defined in Figure 8, we achieve (1) everlasting anonymity (Section 6.1),
(2) unforgeability (Section 6.2) assuming the random oracle model (ROM), SXDH, and 8k-SDH assumption,
(3) linkability (Section 6.3) assuming the ROM, SXDH, 8k-SDH and d-ARSDH assumptions, (4) exculpability
(Section 6.4) assuming DLOG assumption.

6.1 Anonymity

Anonymity follows from statistical pseudorandomness of F , perfect/statistical zero-knowledge of GS, Πlin,
and Πtrunc, and perfectly hiding of KZGPed and VCKZG.

Theorem 6.1 (Anonymity of EARLT). Let GGen be a bilinear group parameters generator outputting
groups of prime-order p “ ppλq, EARLT “ EARLTrGGens, and k “ kpλq, N “ Npλq, d “ dpλq be integers. Let
Simlin,Simtrunc be simulators for Πlin and Πtrunc. There exists a simulator Sim such that for any unbounded
adversary A making at most QU “ QUpλq queries to the oracle U, there exists adversaries BF , Blin, Btrunc,
and Bhide such that

AdvanonEARLT,k,N,SimpA, λq ď AdvzkΠlin,Simlin
pBlin, λq ` AdvzkΠtrunc,Simtrunc

pBtrunc, λq

`QU ¨

´

AdvprfF pBF , λq ` AdvhideVCKZG
pBhide, λq

¯

.
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Then, the following corollary stating the concrete security bound for anonymity follows from Lemmas 4.3,
4.4, 5.1 and 5.4.

Corollary 6.2. Let GGen be a bilinear group parameters generator outputting groups of prime-order p “
ppλq, EARLT “ EARLTrGGens, and k “ kpλq, N “ Npλq, d “ dpλq be integers. There exists a simulator Sim
such that for any unbounded adversary A making at most QU “ QUpλq queries to the oracle U, we have that

AdvanonEARLT,k,N,SimpA, λq ď QU ¨

ˆ

k

2d{2´6
`

8k

p

˙

.

Proof (of Theorem 6.1). Let SimGS “ pSimGS,Setup,SimGS,Com,SimGS,Pq, Simlin “ pSimlin,Setup,Simlin,Pq, Simtrunc “

pSimtrunc,Setup,Simtrunc,Pq be the simulators for the zero-knowledge properties of GS, Πlin and Πtrunc respec-
tively.

We now define the simulator Sim for our EARLT scheme as follows:

Setup SimSetupp1
λq:

‚ par “ pp,G1,G2,GT , eq Ð$ GGenp1λq
‚ crsKZGÐ$ KZGPed.Setupppar, dq
‚ crsVCÐ$ VCKZG.Setupppar, Sq
‚ pcrsGS, tdGSq Ð$ SimGS,Setuppparq
‚ pcrslin, tdlinq Ð$ Simlin,SetuppcrsGSq
‚ pcrstrunc, tdtruncq Ð$ Simtrunc,SetuppcrsGSq.
‚ Return pcrs “ ppp,G1,G2,GT , eq, crsKZG, crsGS, crslin, crstrunc, pHiqiPr4s, td

1
“ ptdGS, tdlin, tdtruncqq.

User oracle SimU:

‚ For U1, computes C as Cf,j , Cg,iÐ$ KZG.CompcrsKZG, 0q and CT,j,iÐ$ VCKZG.CompcrsVC,0q for j P
r2s, i P r3s.

‚ For U2, if the signature does not verify with respect to the (possibly) malicious issuer’s secret key,
abort. Otherwise, do nothing.

Showing oracle SimShowpcrs, td
1
“ ptd, zq, ctxt, rq: Return psn, τ “ pdbsp, com, π “ pπGS, πlin, πtruncqqq where

‚ snÐ$ Z2
p, dbspÐ$ Zp

‚ pcom, ρq Ð$ SimGS,Comptdq
‚ Set the statements as the algorithm EARLT.Show would.

´ xGS “ pcrsKZG, crsVC, crsGS, pkI, ctxt, sn, dbsp, r, comq
´ xlin Ð ppcomyj , comβ1f,j

qj,Pr2s, pcomt1,i , comt2,i , comzi , comβ1g,i
qiPr3s, comγ0

, comγ1
q

´ xtrunc “ pcomcnt, pcomyj , comȳj qjPr2sq.

‚ Compute πGSÐ$ SimGS,PptdGS,xGS, ρq, πlinÐ$ Simlin,Pptdlin,xlinq, πtruncÐ$ SimΠtruncptdtrunc,xtruncq.

We consider the following sequence of games.
Game GA

0 pλq. This is exactly the ANONA
EARLT,k,N,0pλq game.

Game GA
1 pλq. This game samples the CRS with pcrsGS, tdGSq Ð$ SimGS,Setupppp,G1,G2,GT , eqq. Note that

since Setup generates crsGS in hiding mode, the crsGS is distributed as in G0. For Πlin and Πtrunc, we have
that the distributions of Setup and SimSetup are identical. Hence,

PrrGA
1 pλq “ 1s “ PrrGA

0 pλq “ 1s .

Game GA
2 pλq. This game now computes the proofs πlin, πtrunc by using the corresponding zero-knowledge

simulator. In particular, the game samples crslin and crstrunc by running pcrslin, tdlinq Ð$ Simlin,SetuppcrsGSq
and pcrstrunc, tdtruncq Ð$ Simtrunc,SetuppcrsGSq, and in each Show query computes πlinÐ$ Simlin,Pptdlin,xlinq and
πtruncÐ$ Simtrunc,Pptdtrunc,xtruncq. By statistical zero-knowledge properties of Πlin, Πtrunc, there exists adver-
saries Blin,Btrunc such that

|PrrGA
2 pλq “ 1s ´ PrrGA

1 pλq “ 1s| ď AdvzkΠlin,Simlin
pBlin, λq ` AdvzkΠtrunc,Simtrunc

pBtrunc, λq .
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Game GA
3 pλq. In the showing oracle Show, the game now generates the commitment com and the proof πGS

via the simulators SimGS,Com and SimGS,P while using the trapdoor tdGS. Since GS is perfect zero-knowledge
in hiding mode, we have that

PrrGA
3 pλq “ 1s “ PrrGA

2 pλq “ 1s .

Game GA
4 pλq. The user oracle in this game computes the commitments C with Cf,j , Cg,iÐ$ KZG.CompcrsKZG, 0q

for j P r2s, i P r3s, and CT,j,iÐ$ VCKZG.CompcrsVC,0q. Note that by the change in G3 the commitments are
not opened anymore. Now, we can apply the perfectly hiding property of the KZG and statistically hiding
of VCKZG commitments, so that there exists an adversary Bhide such that

|PrrGA
4 pλq “ 1s ´ PrrGA

3 pλq “ 1s| ď QU ¨ Adv
hide
VCKZG

pBhide, λq .

Note that the bound follows from standard hybrid argument. Also, everything in this game except for the
values sn, dbsp are independent of the Pagh-Pagh function keys.

Game GA
5 pλq. This game samples sn and dbsp as uniformly random elements in Z2

p and Zp, respectively.
Now, the showing does not depend on any component of the issuance protocol. This is exactly the game
where everything is simulated. To finally argue the indistinguishability, notice that for each token dispenser
generated in U1,U2, the adversary can ask for at most k showing per dispenser. Note that sn and dbsp are
generated from Fkey in G4. By PRF-security of F against any unbounded adversary and a standard hybrid
argument, there exists an adversary BF such that

|PrrGA
5 pλq “ 1s ´ PrrGA

4 pλq “ 1s| ď QU ¨ Adv
prf
F pBF , λq .[\

6.2 Unforgeability

Our unforgeability follows from the security of GS, Πtrunc, unforgeability of SPS, and the evaluation- and
position-binding of KZGPed and VCKZG commitments, respectively. Ultimately, unforgeability is implied by
q-SDH and SXDH assumptions (with q “ 8k). We refer to the proof sketch in Section 1.1 and the formal
proof below.

Theorem 6.3 (Unforgeability of EARLT). Let GGen be a bilinear group parameters generator outputting
groups of prime-order p “ ppλq, EARLT “ EARLTrGGens, and k “ kpλq, N “ Npλq, d “ dpλq be integers. For
any adversary A against the UNF game of EARLT running in time tA “ tApλq and making at most QIss “

QIsspλq, QH‹ “ QH‹pλq queries to the issuance oracle and random oracle H‹ P tHlin,Htruncu, respectively, there
exist adversaries Bdist,BSPS,BΠ ,Bebind,Bpbind,Bdlog and B1dlog such that

AdvunfEARLT,k,N pA, λq ď AdvdistGS,ExtSetuppBdist, λq ` 8pQIssN ` 1qAdvsoundΠtrunc
pBΠ , λq

` AdvunfSPSpB, λq ` 8pAdvdlog
GGenpBdlog, λq ` Advdlog

GGenpB
1
dlog, λq`

` AdvpbindVCKZG,8k
pBpbind, λq ` AdvebindKZGPed,d

pB1, λqq .

Additionally, Bdist,BSPS, and BΠ run in time roughly tA with BΠ making QHtrunc queries to Htrunc, and

Bdlog,B1dlog,Bebind, and Bpbind run in time roughly
32QHlin

ε lnp 16
ε qtA where

εpλq ě AdvunfEARLT,k,N pA, λq ´ AdvdistGS,ExtSetuppBdist, λq ´ AdvunfSPSpB, λq.

Proof (of Theorem 6.3). Let A be an adversary playing the unforgeability game of our EARLT scheme, who
makes QIss, QHlin

, QHtrunc queries to the oracle Iss and the random oracle Hlin and Htrunc (resp.), and at the end
of the game outputs a context string ctxt, and QN ` 1 tuples prk, snk, τkqiPrQN`1s where rk is the nonce for
which snk, τk verifies to. Note that each token τk can be parsed as pdbspk, comk, πk “ pπGS,k, πlin,k, πtrunc,kqq
for k P rQN ` 1s. Without loss of generality (with a small increase in the query count), we assume that A
makes the RO queries to made during verification of the tokens. Now, we consider the following sequence of
games.
Game GA

0 pλq. This game is identical to the UNFEARLT,k,N game.
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Game GA
1 pλq. This game generates the CRS for GS, crsGS along with a trapdoor td using the extractor set

up ExtSetup as defined in F -knowledge of GS. It is easy to see that there exists an adversary Bdist playing the
CRS indisintguishability game of ExtSetup such that

PrrGA
1 pλq “ 1s ě PrrGA

0 pλq “ 1s ´ AdvdistGS,ExtSetuppBdist, λq .

Game GA
2 pλq. In this game, the game uses the extractor ExtPptd, ¨q on

pxk “ pcrsKZG, crsGS, pkI, rk, ctxtk, snk, dbspk, comkq, πGS,kq

for each k P rQN ` 1s to get the witness rw
pkq of the relation rRtok containing the following group elements

(omitting the superscript p¨qpkq for readability) that satisfies Equation (1).

xcnt1 P G1, xcnt2 P G2,

pkUser P G1, Cγ P G1,

C “ pCf,1, Cf,2, pCg,i, CT,1,i, CT,2,iqiPr3sq P G11
1 , σ,

pYj P G1, Ȳ1,j P G1, Ȳ2,j P G2, openf,j “ pB
1
f,j , Qf,jq P G2

1qjPr2s,

pZi P G1, openg,i “ pB
1
g,i, Qg,iq P G2

1, pT̂j,i P G1, openT,j,i P G1qjPr2sqiPr3s,

Γ 0,Γ 1 P G2
2

The game aborts if pxk, rw
pkqq R rRtok. By perfect F -knowledge of GS,

PrrGA
2 pλq “ 1s “ PrrGA

1 pλq “ 1s .

Now, consider the event that A wins in game G2. We consider the following cases:

ForgeSPS: There exists some k P rQN ` 1s such that wpkq contains valid σpkq for ppk
pkq
User, C

pkq, C
pkq
γ q which

was not signed in any issuance oracle query. In this case, we can construct a reduction BSPS to the
EUF-CMA property of SPS. The reduction would simulate the game G2 honestly, except that to reply
to issuance oracle queries, the reduction queries its signing oracle in its unforgeability game. Then, when

the event ForgeSPS occurs, the reduction outputs the forgery pppk
pkq
User, C

pkq, C
pkq
γ q, σpkqq. Hence, there exists

an adversary BSPS running in time roughly tA such that PrrForgeSPSs ď AdvunfSPSpBSPS, λq.

BadForm: There exists some k P rQN ` 1s such that wpkq contains xcnt
pkq

1 , pY
pkq
j , Ȳ

pkq
1,j qjPr2s such that one

of the following is true: (a) dlogG1
xcnt
pkq

1 R r0, N ´ 1s, (b) dlogG1
Y
pkq
j ‰ dlogG1

Ȳ
pkq
1,j pmod 2mq, or (c)

dlogG1
Ȳ
pkq
1,j R r0, 2

m´1s. This means that soundness of Πtrunc is broken. However, note that this particular
event is inefficient to check, but we could still construct a reduction by guessing k˚ P rQN `1s such that
the event occurs on and output the corresponding proof. Hence, there exists an adversary BΠ against
soundness of Πtrunc such that PrrBadForms ď pQN ` 1q ¨ AdvsoundΠtrunc

pBΠ , λq, and BΠ runs in time roughly
that of A while making at most QHtrunc queries to Htrunc.

AllSigned: All witnesses rw
pkq contain ppk

pkq
User, C

pkq, C
pkq
γ q which was queried to the issuance oracle and

BadForm does not occur. Note that in this case, cntpkq “ dlogG1
xcnt
pkq

1 and ȳ
pkq
1,j “ dlogG1

Y
pkq
1,j can be

efficiently computed, since N and 2m are small. Then, by Pigeonhole’s Principle (over QN ` 1 tokens),
we have that there are k0 ‰ k1 (for consistency, let pk0, k1q be the lexicographically first such pair) such
that

pcntpkbq, pk
pkbq
User , C

pkbq, Cpkbqγ q

are identical for b P t0, 1u. For readability, we denote the values psnkb , τkb “ pdbspkb , comkb , πkbqq along

with the witness rw
pkbq as psnb, τb “ pdbspb, comb, πbq, rw

pbqq for b P t0, 1u. The values parsed from these
values also follow suit.
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Note that PrrGA
2 pλq “ 1s ď PrrForgeSPSs ` PrrAllSigneds ` PrrBadForms.

To bound PrrAllSigneds, we first define a wrapper A1 (given in Figure 15)which takes as input crs,
the issuer’s secret key skI and public key pkI, and a trapdoor td for the extractor of GS, sampled from
the same distribution as in G2. The adversary A1 has access to the random oracle Hlin making at most
QHlin

queries. It runs the adversary A as in G2 (skI is used to simulate the issuer’s oracle, the Hlin queries
are replied by querying its own RO, and Htrunc queries are simulated using its own random coins). At
the end of the game, A1 checks whether A wins the game and ForgeSPS does not occur. If so, it returns
pctxt, prb, snb, τb, rw

pbqqbPt0,1uq as defined in the event AllSigned. Note that this does not rule out the event
BadForm, so PrrA1pcrs, skI, pkI, tdq ‰ Ks “ PrrAllSigned _ BadForms.

Adversary A1Hlinpinpq

parse pcrs, skI, pkI, tdq Ð inp

S Ð H;QÐ 0

pctxt, prk, snk, τk “ pdbspk, comk, πkqkPrQN`1sq

Ð$ AIss,Hlin,Htrunc pcrs, pkIq

parse pπ
pkq
GS , π

pkq
lin , π

pkq
truncq Ð πk for k P rQN ` 1s

for k P rQN ` 1s do

xk Ð pcrs, rk, ctxt, snk, dbspk, comkq

rw
pkq
Ð ExtP,GSptd,xk, πGS,kq

parse rw
pkq

as witness in rRtok

if pxk, rw
pkq
q R rRtok then return K

if p@k P rQN ` 1s : Vpcrs, ctxt, rk, snk, τkq “ 1 ^

ppk
pkq
User, C

pkq
, C
pkq
γ q P Sq ^

p@i ‰ j P rQN ` 1s : sni ‰ snjq then

if pDk0 ‰ k1 P rQN ` 1s : pxcnt
pk0q
1 , pk

pk0q

User , C
pk0q, C

pk0q
γ q

“ pxcnt
pk1q
1 , pk

pk1q

User , C
pk1q, C

pk1q
γ q

then return pctxt, prkb , snkb , τkb , rw
pkbqqbPt0,1uq

return K

Oracle IssppkUser, imsgq :

QÐ Q` 1

γ0,γ1 Ð$ Z2
p

Cγ,idx Ð
ř2
j“1 γ0,jHj ` γ1,jH2`j

S Ð S Y tppkUser,idx, Cidx, Cγ,idxqu

σÐ$ SPS.SpskI, ppkUser,idx, Cidx, Cγ,idxqq

return σ

Oracle Hlinpxq :

return Hlinpxq

Oracle Htruncpxq :

if Ttruncrxs “ K then Ttruncrxs Ð$ Zp
return Ttruncrxs

Fig. 15. Wrapper adversary A1 for bounding PrrAllSigneds

Now, we want to apply the extractor Extlin from Lemma 5.1 with L “ 2 on A1 as follows. First, run
the wrapper A1 on input inp with the random coins ρA1 and simulate the oracle Hlin to A1 (letting h
be the RO outputs). Then, on the output out “ pctxt, prb, snb, τb, rw

pbqqbPt0,1uq of A1, run the extractor

ExtA
1

lin pinp, out,h; ρA1q which returns the witnesses w
p0q
lin ,w

p1q
lin , containing the scalar openings.

Denote the event Good as the one where the openings w
pbq
lin defined as

w
pbq
lin “ ppy

pbq
j , randpbqyj , β

1
f,j
pbq
, rand

pbq
β1f,j
qjPr2s,

pz
pbq
i , randpbqzi , β

1
g,i
pbq
, rand

pbq
β1g,i

, pt
pbq
j,i , rand

pbq
tj,iqjPr2sqiPr3s,γ

pbq
0 ,γ

pbq
1 , randpbqγ0

, randpbqγ1
q

satisfy y
pbq
j “ ȳ

pbq
j pmod 2mq for b P t0, 1u, j P r2s (i.e., BadForm does not occur with respect to the outputs

of A1). Then, there exists a DL adversary Bdlog such that (by Lemma 5.1 and definition of AllSigned)

PrrGood _ BadForms ě
PrrAllSigned _ BadForms

8
´ Advdlog

GGenpBdlog, λq

PrrGoods ě
PrrAllSigneds ´ 7 ¨ PrrBadForms

8
´ Advdlog

GGenpBdlog, λq .
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The second line follows from AllSigned and BadForm being disjoint and a union bound on PrrGood _

BadForms. Note that Extlin runs A1 at most 32QH{ε lnp16{εq times where εpλq “ PrrAllSigned _ BadForms.
By the definition of A1, if Good occurs, the output of A1, psnb, τb “ pdbspb, comb, πbq, rw

pbqq contains the

same xcnt
pbq

1 , pk
pbq
User, C

pbq, C
pbq
γ (i.e., the same cnt “ cntpbq “ dlogG1

xcnt
pbq

1 ). Now, since that sn0 ‰ sn1 (since A
wins in the game), we consider the extracted values contained in w

pbq
lin .

Now, we consider the following cases:

‚ y
p0q
j ‰ y

p1q
j for some j P r2s. In this case, since Y

pbq
j “ y

pbq
j G1 and B1f,j

pbq
“ β1f,j

pbq
H for b P t0, 1u, and by

how rRtok is defined

e
´

C
pbq
f,j ´ Y

pbq
j ´B1f,j

pbq
, G2

¯

“ e
´

Q
pbq
f,j , X2,1 ´ pcnt` ctxt ¨ 2`ctrqG2

¯

Since C
p0q
f,i “ C

p1q
f,i and the openings pβ1f,j

pbq
, Q

pbq
f,jq are at the same point cnt` ctxt ¨ 2`ctr but y

p0q
j ‰ y

p1q
j ,

we break evaluation binding of KZGPed commitment scheme.

‚ z
p0q
i ‰ z

p1q
i for some i P r2s. Similarly to the case above, this also breaks binding of KZGPed commitment

scheme on the commitment Cg,i.

‚ y
p0q
j “ y

p1q
j for all j P r2s and t

p0q
1,i ‰ t

p1q
1,i or t

p0q
2,i ‰ t

p1q
2,i for some i P r2s. Since y

p0q
j “ y

p1q
j , we also have

that ȳ
p0q
j “ ȳ

p1q
j (since ȳ

pbq
j “ y

pbq
j pmod 2mq and ȳ

pbq
j P r0, 2m ´ 1s), and accordingly with t

p0q
1,i ‰ t

p1q
1,i or

t
p0q
2,i ‰ t

p1q
2,i , we break position binding of VCKZG commitment CT,1,i or CT,2,i.

‚ γ
p0q
0 ‰ γ

p1q
0 or γ

p0q
1 ‰ γ

p1q
1 . Here, since Cγ “ C 1γ , this breaks the discrete logarithm as it gives a non-trivial

equation over the group elements H1, H2, H3, H4.

Note that if none of the above occurs, then sn0 “ sn1 by how rRtok is defined, which is a contradiction.
Therefore, there exists an adversary Bebind,Bpbind and B1dlog playing the binding game of KZGPed commitment
and the DL game such that

PrrGoods ď AdvebindKZGPed,d
pBebind, λq ` AdvpbindVCKZG,8k

pBpbind, λq ` Advdlog
GGenpB

1
dlog, λq ,

implying that

PrrAllSigneds ď 8pAdvebindKZGPed,d
pBebind, λq ` AdvpbindVCKZG,8k

pBpbind, λq`

Advdlog
GGenpB

1
dlog, λq ` Advdlog

GGenpBdlog, λqq ` 7PrrBadForms .

Combining with the bounds on PrrForgeSPSs and PrrBadForms, we conclude the proof. [\

6.3 Linkability

Theorem 6.4 (Linkability of EARLT). For any adversary A playing the LINK game of EARLT running
in time tA “ tApλq and making at most QIss “ QIsspλq, QH‹ “ QH‹pλq queries to the issuance oracle
and random oracles H‹ P tHlin,Htruncu, respectively, there exist adversaries Bdist,BSPS,Bdlog,1,Bdlog,2,Bdlog,3,
Bdlog,4, Bebind,Bpbind,BColl,KZG,B1Coll,KZG,BColl,VC,B1Coll,VC such that

AdvlinkEARLT,k,N pA, λq ď AdvdistGS,ExtSetuppBdist, λq ` AdvunfSPSpBSPS, λq `
Q2

Iss

p
`
Q2

Iss

2´2λ

` 16pQ2
Iss `QIss ` 1qAdvsoundΠtrunc

pBΠ , λq ` 16Advdlog
GGenpBdlog,2, λq

` 8pAdvebindKZGPed,d
pBebind, λq ` AdvpbindVCKZG,8k

pBpbind, λq ` Advdlog
GGenpBdlog,1, λqq

` 8QIsspAdv
dbind
KZGPed,d

pBColl,KZG, λq ` AdvpbindVCKZG,8k
pBColl,VC, λq ` Advdlog

GGenpBdlog,3, λqq

` 8Q2
IsspAdv

dbind
KZGPed,d

pB1Coll,KZG, λq ` AdvpbindVCKZG,8k
pB1Coll,VC, λq ` Advdlog

GGenpBdlog,4, λqq .

Additionally,
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‚ Bdist,BSPS,BΠ runs in time roughly tA with BΠ making at most QHtrunc queries to Htrunc

‚ Bebind,Bpbind,Bdlog,1 all run in time roughly
32QHlin

ε1pλq
lnp 16

ε1pλq
qtA

‚ Bdlog,2 runs in time
32QHlin

ε2pλq
lnp 16

ε2pλq
qtA and Bdlog,3 runs in time

32QHlin

ε3pλq
lnp 16

ε3pλq
qtA

‚ BColl,KZG and BColl,VC run in time
256kλQHlin

ε3εSNColl
lnp 16

ε3
qtA,

‚ Bdlog,4 runs in time
32QHlin

ε4pλq
lnp 16

ε4pλq
qtA, and B1Coll,KZG,B1Coll,VC run in time

256kλQHlin

ε4εSNColl2
lnp 16

ε4
qtA,

where the functions ε1, ε2, ε3, ε4, εSNColl, and εSNColl2 are such that
‚ ε1pλq ` ε2pλq `QIssε3pλq `Q

2
Issε4pλq ě AdvlinkEARLT,k,N pA, λq ´ AdvdistGS,ExtSetuppBdist, λq ´ AdvunfSPSpB, λq

‚ εSNCollpλq ě
ε3pλq

8 ´ Advdlog
GGenpBdlog,3, λq ´ 2AdvsoundΠtrunc

pBΠ , λq
‚ εSNColl2pλq ě

ε4pλq
8 ´ Advdlog

GGenpBdlog,4, λq ´ 2AdvsoundΠtrunc
pBΠ , λq

We now provide more high-level idea for the proof. Following the sketch in Section 1.1, we want to bound
the probability that the adversary can force a collision in the serial number either when the tokens come
from the same dispenser or from different ones. Intuitively, if the function key is already fixed by the KZG
commitments, the randomization factor γ0,γ1 introduced into the computation of the serial number can
prevent such event. Indeed, such assumption does not hold statistically, so we have to somehow give a
reduction to the binding property of the commitments. Our approach is to observe that if the adversary is
able to force the collision for multiple random γ0,γ1 (which is sent after the commitments are determined
in the issuance oracle), we can reduce to degree-binding (see Section 2) of KZGPed and position-binding of
VCKZG. Essentially, our reduction will rewind the adversary enough times with different randomness γ0,γ1,
so that eventually the adversary becomes inconsistent with the committed polynomial or the committed
vector, allowing us to break degree-binding or position-binding of KZGPed or VCKZG commitments.

Proof (of Theorem 6.4). Let A be an adversary playing the linkability game of our EARLT scheme, who
makes QIss, QH queries to the oracle Iss and the random oracle H (resp.), and at the end of the game outputs
ctxt and 2 tuples prk, snk, τkqkPt0,1u where rk is the corresponding nonce value which the token verifies. Note
that each token τk can be parsed as pdbspk, comk, πk “ pπGS,k, πlin,k, πtrunc,kqq for k P t0, 1u. Without loss of
generality, we assume that A makes the RO queries to be made during verification. Now, we consider the
following sequence of games (which are analogous to the games G0,G1,G2 in the unforgeability proof).
Game GA

0 pλq. This game is exactly the linkability game.
Game GA

1 pλq. This game generates the CRS for GS, crsGS along with a trapdoor td using the extractor set
up ExtSetup as defined in F -knowledge of GS. It is easy to see that there exists an adversary Bdist playing the
CRS indisintguishability game of ExtSetup such that

PrrGA
1 pλq “ 1s ě PrrGA

0 pλq “ 1s ´ AdvdistGS,ExtSetuppBdist, λq .

Game GA
2 pλq. In this game, the game uses the extractor ExtPptd, ¨q on

pxk “ pcrsKZG, crsGS, pkI, rk, ctxtk, snk, dbspk, comkq, πGS,kq

for each k P rQN ` 1s to get the witness rw
pkq of the relation rRtok containing the following group elements

(omitting the superscript p¨qpkq for readability) that satisfies Equation (1).

xcnt1 P G1, xcnt2 P G2,

pkUser P G1, Cγ P G1,

C “ pCf,1, Cf,2, pCg,i, CT,1,i, CT,2,iqiPr3sq P G11
1 , σ,

pYj P G1, Ȳ1,j P G1, Ȳ2,j P G2, openf,j “ pB
1
f,j , Qf,jq P G2

1qjPr2s,

pZi P G1, openg,i “ pB
1
g,i, Qg,iq P G2

1, pT̂j,i P G1, openT,j,i P G1qjPr2sqiPr3s,

Γ 0,Γ 1 P G2
2
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The game aborts if pxk, rw
pkqq R rRtok. By perfect F -knowledge of GS,

PrrGA
2 pλq “ 1s “ PrrGA

1 pλq “ 1s .

Now, we also consider several cases where A can win in game G2.

‚ ForgeSPS: This is defined as in the unforgeability proof, i.e., it is the event where one of the extracted com-

mitments ppk
pkq
User, C

pkq, C
pkq
γ q was not signed in any issuance oracle queries. Note that by the same analysis

as in the unforgeability proof. There exists an adversary BSPS such that PrrForgeSPSs ď AdvunfSPSpBSPS, λq
making at most QIss queries to its signing oracle.

‚ BadForm: There exists some k P t0, 1u such that wpkq contains xcnt
pkq

1 , pY
pkq
j , Ȳ

pkq
1,j qjPr2s such that one

of the following is true: (a) dlogG1
xcnt
pkq

1 R r0, N ´ 1s, (b) dlogG1
Y
pkq
j ‰ dlogG1

Ȳ
pkq
1,j pmod 2mq, or (c)

dlogG1
Ȳ
pkq
1,j R r0, 2

m´1s. Similar to the unforgeability proof, there exists an adversary BΠ , guessing which
of the two tokens contain the group elements with the mentioned format and output the corresponding
proofs, such that PrrBadForms ď 2AdvsoundΠtrunc

pBΠ , λq.
‚ Collγ : For two issuance oracle calls, the issuer’s message imsg for each of them contain the same Cγ . In

this case, since Cγ “ γ0,1H1`γ0,2H2`γ1,1H3`γ1,2H4, the probability that this event occurs is at most
Q2

Iss{p.

‚ BadG: Let i0, i1 be the index to the issuance query corresponding to ppk
p0q
User, C

p0q, C
p0q
γ q and ppk

p0q
User, C

p1q, C
p1q
γ q,

respectively. The event BadG correspond to the event where the underlying γ0,ib ,γ1,ib that the game

samples during issuance are distinct from the discrete logarithms of Γ
pbq
0 ,Γ

pbq
1 extracted via ExtP,GS.

‚ When ForgeSPS, BadForm, Collγ , BadG do not occur (in this case, from xcnt
pkq

1 and Ȳ
pkq
1,j the game can

efficiently compute cntpkq, ȳ
pkq
j since they lie in a small range), we have the one of the following events:

´ BadLink: The following extracted values are identical for k “ 0, 1

pxcnt
pkq

1 , pk
pkq
User, C

pkq, Cpkqγ q .

However, since A wins the game, the output of Identify does not output pk1 P U .

´ SNColl: The extracted tuple ppk
pkq
User, C

pkq, C
pkq
γ q are identical for k “ 0, 1, but xcnt

p0q

1 ‰ xcnt
p1q

1 . In
particular, the values are associated with the same issuance oracle query.

´ SNColl2: The extracted tuple ppk
pkq
User, C

pkq, C
pkq
γ q are distinct for k “ 0, 1 (it might be the case that

xcnt
p0q

1 “ xcnt
p1q

1 ). In particular, the values are associated with two different issuance oracle queries.

Note that PrrGA
2 pλq “ 1s ď Q2

Iss{p` PrrForgeSPSs ` PrrBadForms ` PrrBadLinks ` PrrBadGs ` PrrSNColls `
PrrSNColl2s. We now analyze each case separately. In particular, the following lemmas, proved in Appen-
dices C.1 to C.4, capture the probability bounds on PrrBadLinks,PrrBadGs,PrrSNColls,PrrSNColl2s. Then,
the bound in the theorem follows.

Lemma 6.5. There exists adversaries Bebind,Bpbind,Bdlog,1 all running in time roughly
32QHlin

ε1pλq
lnp 16

ε1pλq
qtA

where ε1pλq ě PrrBadLink _ BadForms such that

PrrBadLinks ď 8pAdvebindKZGPed,d
pBebind, λq ` AdvpbindVCKZG,8k

pBpbind, λq ` Advdlog
GGenpBdlog,1, λqq ` 7PrrBadForms .

Lemma 6.6. There exists an adversary Bdlog,2 running in time roughly
32QHlin

ε2pλq
lnp 16

ε2pλq
qtA where ε2pλq ě

PrrBadGs such that

PrrBadGs ď 16Advdlog
GGenpBdlog,2, λq .
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Lemma 6.7. There exists an adversary Bdlog,3 running in time
32QHlin

ε3pλq
lnp 16

ε3pλq
qtA where ε3pλq “ Q´1

Iss

PrrSNColl _ BadForms and adversaries BColl,KZG and BColl,VC running in time
256kλQHlin

ε3εSNColl
lnp 16

ε3
qtA where

εSNCollpλq ě
ε3pλq

8 ´ Advdlog
GGenpBdlog,3, λq ´ PrrBadForms such that

PrrSNColls ď 8QIsspAdv
dbind
KZGPed,d

pBColl,KZG, λq ` AdvpbindVCKZG,8k
pBColl,VC, λq ` 2´2m`1λ`2`

` PrrBadForms ` Advdlog
GGenpBdlog,3, λqq .

Lemma 6.8. There exists an adversary Bdlog,4 running in time
32QHlin

ε4pλq
lnp 16

ε4pλq
qtA where ε4pλq “ Q´2

Iss

PrrSNColl2 _ BadForms and adversaries B1Coll,KZG and B1Coll,VC running in time
256kλQHlin

ε4εSNColl2
lnp 16

ε4
qtA where

εSNColl2pλq ě
ε4pλq

8 ´ Advdlog
GGenpBdlog,4, λq ´ PrrBadForms such that

PrrSNColl2s ď 8Q2
IsspAdv

dbind
KZGPed,d

pB1Coll,KZG, λq ` AdvpbindVCKZG,8k
pB1Coll,VC, λq ` 2´2m`1λ`2`

` PrrBadForms ` Advdlog
GGenpBdlog,4, λqq .

Finally, we can conclude the bound in the theorem as

AdvlinkEARLT,k,N pA, λq ď AdvdistExtSetuppBdist, λq ` AdvunfSPSpBSPS, λq `
Q2

Iss

p
`
Q2

Iss

22λ

` 16pQ2
Iss `QIss ` 1qAdvsoundΠtrunc

pBΠ , λq ` 16Advdlog
GGenpBdlog,2, λq

` 8pAdvebindKZGPed,d
pBebind, λq ` AdvpbindVCKZG,8k

pBpbind, λq ` Advdlog
GGenpBdlog,1, λqq

` 8QIsspAdv
dbind
KZGPed,d

pBColl,KZG, λq ` AdvpbindVCKZG,8k
pBColl,VC, λq ` Advdlog

GGenpBdlog,3, λqq

` 8Q2
IsspAdv

dbind
KZGPed,d

pB1Coll,KZG, λq ` AdvpbindVCKZG,8k
pB1Coll,VC, λq ` Advdlog

GGenpBdlog,4, λqq .

[\

6.4 Exculpability

Theorem 6.9 (Exculpability of EARLT). For any adversary A playing the EXCULP game of EARLT
with running time tA “ tApλq, there exists an adversary Banon (playing ANON game of EARLT with the
simulator Sim defined as in Theorem 6.1) and Bdlog running in time roughly that of A such that

AdvexculpEARLT,k,N pA, λq ď AdvanonEARLT,k,N,SimpBanon, λq ` Advdlog
GGenpBdlog, λq .

Also, Banon makes the same amount of queries to its oracles as that of A.

Proof. We first consider the following sequence of games.
Game GA

0 pλq. This game is identical to the EXCULPEARLT,k,N game.
Game GA

1 pλq. The game now samples crs using the anonymity simulator and simulates the honest users’
interaction using the simulator as well. In particular, this game does the following:

Setup: Run the pcrs, tdq Ð$ SimSetupp1
λq.

Init and new user oracles: These are run as in the exculpability game, i.e., registering the issuer’s public
key and sampling new users’ secret and public keys using UKGen.

User oracle: When the adversary query U1,U2 oracle, the game runs SimUser as in the anonymity game.
Show oracle: On input pctxt, Rq, run and return psn, τq Ð$ SimShowptd, pkI, ctxt, Rq.

By anonymity of EARLT, we have that there exists an adversary Banon playing the anonymity game of EARLT
such that

PrrGA
1 pλq “ 1s ě PrrGA

0 pλq “ 1s ´ AdvanonEARLT,k,N pBanon, λq .
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Game G2. In this game, the honest user generation oracle is now replied with random group elements
pkUser Ð$ G1 without the game knowing the discrete logarithm of pkUser.

PrrGA
2 pλq “ 1s “ PrrGA

1 pλq “ 1s .

Note that in game G2, if the adversary wins the game, the identification algorithm outputs the public key
of an honest user. Also, by how the identification algorithm is defined, the game also learns the secret key.
Hence, we can defined a reduction Bdlog playing the DL game such that on input ppp,G1,G2,GT , eq, G1, X1q,
it replies to the i-th honest user generation oracle queries with pki Ð αiG1 ` βiX1 with αiÐ$ Zp, βiÐ$ Z˚p .
At the end of the game, when A wins in game G1, it outputs two tokens psn˚0 , τ

˚
0 q, psn˚1, τ

˚
1 q on the same

context ctxt but different nonces r0 ‰ r1 such that sn˚1 “ sn˚0 and Identifypcrs, pkI, R0, R1, sn
˚
0 , τ

˚
0 , τ

˚
1 q “ pki˚

for some honest user public key pki˚ tied to the i˚-th query to NewUsr.
Importantly, with how our Identify algorithm is defined, Bdlog would derive sk˚ such that sk˚G1 “ pki˚

along the way. Hence, Bdlog can derive and return x1 “ psk˚ ´ αi˚q ¨ β
´1
i˚ . Since the view of A is identical to

its view in G2 (as each pki are uniformly random in G1), we have that

PrrGA
2 pλq “ 1s ď Advdlog

GGenpBdlog, λq .[\
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A Security of Pagh-Pagh Function Family

Since our instantiation of Pagh-Pagh function family does not choose f1, f2 as d-wise independent function,
but only almost d-wise independent, we will give a prove of the security anew. Note that most of the proof
will follow the results of [PP08, BHKN19]. We note again that the functions f1, f2 : Zp Ñ rcks for some
integer c ě 8 are chosen by (1) uniformly sampling Zp-polynomials q1, q2 of degree d, and (2) when evaluating
the function f1 on input x P Zp, compute q1pxq pmod ckq (for some constant c ą 1 where ck is an integer).
Note that f1, f2 are ck

p -almost d-wise independent, i.e., for any x1, . . . , xd P Zp and y1, . . . , yd P r0, ck ´ 1s,

Prf r@i P rds, fpxiq “ yis ď

ˆ

1

ck
`

1

p

˙d

.

To see this, for y P r0, ck´ 1s, let Sy :“ ty1 P r0, p´ 1s : y1 pmod ckq “ yu which has size at most tp{cku` 1.
Then, we can write Prf r@i P rds, fpxiq “ yis “ PrqÐ$ Zďdp rXsr@i P rds, qpxiq P Syis. Since q is of degree at most

d, this probability is
ś

iPrds PrqÐ$ Zďdp rXsrqpxiq P Syis ď
´

tp{cku`1
p

¯d

.

Now, we restate a lemma from [BHKN19] which states the condition for a function family F to be
adaptively secure (pseudorandom to be more precise) against any bounded query adversary.

Definition A.1 ([BHKN19, Def. 3.1]). Let S, T be sets. A set M Ď S˚ ˆ T 7 is “left-monotone” if for
every pss1, tq PM and every ss2 P S˚ that has ss1 as a prefix, it holds that pss2, tq PM.

Lemma A.2 ([BHKN19, Lemma 3.2]). Let U ,V be non-empty sets, let F “ FpU ,Vq “ tfu,v : D Ñ

Rupu,vqPUˆV be a function family and let Bad Ď D˚ ˆ U be left-monotone. Let k P N and assume that for

every sq “ pq1, . . . , q|sq|q P Dďk it holds that:

1. pfpq1q, . . . , fpq|sq|qqf Ð$ tfu,v :vPVu is uniform over R|sq| for every u P U with psq, uq R Bad, and
2. PruÐ$ U rpsq, uq P Bads ď ε.

Then, for any (unbounded) adversary A making at most k query to its oracle and Π being the set of all
functions from D to R.

|PruÐ$ U,vÐ$ V rAfu,v “ 1s ´ PrπÐ$Π rAπ “ 1s| ď ε

We will now show the following lemma establishing the properties for F to apply Lemma A.2.

Lemma A.3. Let k, d P N with k{2 ě d ě 32, c ě 8 be a constant, and p ą 216k be a prime. Let
U “ pZďdp rXsq2 and V “ pZckp ˆ Zckp ˆ Zďdp rXsq`. The function family FpU ,Vq containing functions

Ff1,f2,pT1,i,T2,i,giqiPr`s : x ÞÑ pT1,irf1pxq mod cks ` T2,irf2pxq mod cks ` gipxqqiPr`s .

Then, there exists a left-monotone Bad Ď pZpq˚ ˆ U such that for any sq “ pq1, . . . , q|sq|q P Zďkp

(1) pFf1,f2,vpq1q, . . . , Ff1,f2,vpq|sq|qqvÐ$ V is uniformly random in Z`p for any pf1, f2q P U such that psq, pf1, f2qq R

Bad.

(2) Prpf1,f2qÐU rpsq, pf1, f2qq P Bads ď
k

2d{2´6
.

Proof. The proof follows that of [PP08]. First, define for any polynomial f1, f2 P Zďdp rXs and sq Ď Zp a
bipartite graph Gpf1, f2, sqq “ pA,B,Eq where A “ ta1, . . . , acku, B “ tb1, . . . , bcku are vertex sets and the
edge set E “ tex “ paf1pxq mod ck, bf2pxq mod ckq : x P squ. We say that a subgraph E1 Ď E is leafless if there
is no vertex with exactly one incident edge. Accordingly, we define Bad as a set of psq, pf1, f2qq such that
Gpf1, f2, sqq has a leafless subgraph E1 with |E1| ą d.

7 S˚ denotes the power set of S.

43



We refer to the full proof of [PP08, Lemma 3.3] for (1). At a high-level, for x P sq such that the edge ex
incident to a leaf, F pxq will be uniformly random because T1,i, T2,i are uniformly random. Then, one can
inductively peel off the edges incident to a leaf (by arguing that these are uniformly random), leaving the
leafless subgraph of size at most d. Finally, if the size of leafless subgraph E1 of Gpf1, f2, sqq is at most d,
because pgiqiPr`s are random Zp-polynomials with degree at most d, we have that F pxq are uniformly random
for all x such that ex P E

1.
To show (2), following the proof in [PP08], we will bound the probability (over f1, f2) that the leafless

subgraph E1 of Gpf1, f2, sqq is such that |E1| ě d. Assume w.l.o.g. that d is even and d ď k. Then, when
|E1| ě d, either there is a connected leafless subgraph with size at least d{2 or we have a leafless subgraph of
size d1 with d{2 ă d1 ď d. These properties imply that there exists a subgraph of d1 edges and at most d1` 1
vertices where d{2 ď d1 ď d. Hence, we will bound the probability that Gpf1, f2, sqq contains such subgraph.

We now count the number of different edge labeled subgraphs with such property which we do so by
bounding the following:

‚ Number of ways to choose d1 edge labels out of k edges: bounded by
`

k
d1

˘

ď pek{d1qd
1

.

‚ Number of ways to choose at most d1`1 vertices out of 2ck vertices: bounded by
řd1`1
i“1

`

2ck
i

˘

ď p2ck{pd1`

1qqd
1
`1 (Note: d ď k{2.)

‚ Let da, db be number of vertices in A,B chosen by the above (where da`db ď d1` 1). Then, the number

of vertex assignments are at most pdadbq
d1 ď

`

da`db
2

˘2d1

ď ppd1 ` 1q{2q2d
1

. (The first inequality follows
from AM-GM).

From the above, we have that the number of subgraph with d1 edges and up to d1 ` 1 vertices are at most

ˆ

ek

d1

˙d1 ˆ
2eck

d1

˙d1`1 ˆ
d1 ` 1

2

˙2d1

“
2eck

d1 ` 1

ˆ

ce2k2

2
¨
d1 ` 1

d1

˙d1

ď
2eck

d1 ` 1

`

4ck2
˘d1

.

The last inequality follows from d1 ě d{2 ě 16.

Now, we bound the probability that each of such subgraphs is sampled which is at most
´

1
ck `

1
p

¯2d1

by

how f1, f2 are defined. Hence, summing over all values of d1, we have the bound of

d
ÿ

d1“d{2

2eck

d1 ` 1
p4ck2qd

1

ˆ

1

ck
`

1

p

˙2d1

ď

d
ÿ

d1“d{2

2eck

d1 ` 1

`

4ck2ppckq´2 ` 3pckpq´1q
˘d1

ď

d
ÿ

d1“d{2

2eck

d1 ` 1

ˆ

4

c
` 12

k

p

˙d1

ď pd{2` 1q
2eck

d{2` 1

ˆ

4

c
` 12

k

p

˙d{2

For c ě 8, we have that

Prpf1,f2qÐU rpsq, pf1, f2qq P Bads ď
16ek

2d{2
`

192ek2d2

2d{2p
ď

k

2d{2´6
. [\

Proof (of Lemma 4.4.). The lemma follows from Lemmas A.2 and A.3, setting ` “ 3 and c “ 8. [\

B Security of KZG Commitments

For the sake of completeness, we include additional security proofs for properties of KZG polynomial com-
mitment schemes and the vector commitment scheme derived from KZG in Appendices B.1 and B.2.
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B.1 Degree-Binding of KZGPed

Recall again that for KZG commitments and d “ dpλq, the degree-binding advantage of any adversary A is
defined as AdvdbindKZG,dpA, λq :“

Pr

»

–

p@i P rd` 2s : KZG.Vpcrs, C, αi, βi, πiq “ 1q ^
p@f P Zďdp rXs, Di P rd` 2s : fpαiq ‰ βiq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

pp,G1,G2,GT , eq Ð$ GGenp1λq
crsÐ$ KZG.Setupppp,G1,G2,GT , eq, dq
pC, pαi, βi, πiqiPrd`2sq Ð$ Apcrsq

fi

fl .

Note that the winning condition can be checked efficiently by computing f, g (via Lagrange interpolation)
that passes through all pαi, βiq and pαi, β

1
iq and check the degree if it is at most d.

Lemma B.1. Let GGen be a bilinear group parameters generator outputting groups of prime-order p “ ppλq
and d “ dpλq. Then, for any adversary A running in time tA “ tApλq, there exists an adversary B running
in time roughly that of A such that

AdvdbindKZG,dpA, λq ď Advd-arsdhGGen pB, λq .

Proof. Consider when A wins in its game, i.e., outputting pC, pαi, βi, πiqiPrd`2sq that satisfies the winning
condition. Then, we have that either there exists valid openings pαi, βi, πiq, pαj , βj , πjq such that αi “ αj
and βi ‰ βj , or αi are all distinct. For the former, we have that this breaks evaluation-binding of KZG,
which is implied by ARSDH assumption. For the latter, we have that the lowest degree of f P ZprXs such
that fpαiq “ βi for all i P rd ` 2s is d ` 1. Now, define fj as the lowest possible degree polynomial that
fipαjq “ βj for all j P rd` 2sztiu. Note that because deg f ą d, fj ‰ fi for some i ‰ j. Fix those i, j. Now,
we consider two cases:

‚ C “ fipxqG1 “ fjpxqG1 (which can be checked given xG1, . . . , x
dG1). Then, since fi ‰ fj , we have that

fipxq ´ fjpxq “ 0. Then, x can be computed by factoring the polynomial fipXq ´ fjpXq.
‚ C ‰ fipxqG1 or C ‰ fjpxqG1. Let f˚ be such that f˚pxqG1 ‰ C. In this case, we have d ` 1

openings pα˚k , β
˚
k , π

˚
k qkPrd`1s such that f˚pα˚kq “ β˚k . Using the reduction from [LPS24, Theorem 1.],

given xiG1 for i “ 1, . . . , d, one can compute S “ tα˚kukPrd`1s, group elements A “ C ´ f˚pxqG1 and

B “
řd`1
k“1pZSztα˚k u

pα˚kqqπ
˚
k , where ZS1pXq “

ś

sPS1pX ´ sq for any S1 Ď Zp. Then, by [LPS24, Lemma

2.], A “ ZSpxqB, and this breaks the d-ARSDH assumption.

In both cases, we break ARSDH assumption. [\

For the perfectly hiding KZG commitment KZGPed, we have the following lemma

Lemma B.2. Let GGen be a bilinear group parameters generator outputting groups of prime-order p “ ppλq
and d “ dpλq. Then, for any adversary A running in time tA “ tApλq, there exists an adversary B,B1, and
B2 running in time roughly that of A such that

AdvdbindKZGPed,d
pA, λq ď Advdlog

GGenpB, λq ` AdvdbindKZG,dpB1, λq ` AdvebindKZGPed,d
pB2, λq .

Proof. First, recall that when A wins in its game, it returns pC, pαi, βi, πiqiPrd`2sq that satisfies the winning
condition. Moreover, πi “ pβ

1
i, π

1
iq such that

e
`

C ´ βiG1 ´ β
1
iH,G2

˘

“ e
`

π1i, X2,1 ´ αiG2

˘

.

Consider the case that some αi “ αj and βi ‰ βj . Then, this breaks evaluation-binding of KZGPed com-
mitment. Otherwise, all αi’s are distinct. Now, let α “ dlogG1

pHq and f, g P Zďd`1
p rXs be such that

fpαiq “ βi, gpαiq “ β1i for all i P rd ` 2s. Since A wins in the game, deg f ą d. Now, we consider two
cases:

‚ degpfpXq ` αgpXqq ď d: Since deg f ą d, deg g ą d as well. Therefore, with degpf ` αgq ď d, we have
that the coefficients fd`1, gd`1 ‰ 0 of Xd`1 for both f and g are such that fd`1 ` αgd`1 “ 0. Thus, we
can extract the discrete log α.
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‚ degpfpXq ` αgpXqq ą d: In this case, we simply reduce to the degree-binding property of plain KZG
commitment. In particular, the reduction B1 receives the KZG CRS ppar, pX1,iqiPr0,ds, G2, X2,1q, sample
αÐ$ Zp, and run A on input ppar, G1, H “ αG1, pX1,i, αX1,iqiPrds, G2, X2,1q. On the output pC, pαi, βi, pβ

1
i, π

1
iqqiPrd`2sq

of A, return pC, pαi, βi ` αβ
1
i, π

1
iqiPrd`2sq. The advantage of B1 is then easy to argue.

The proof concludes by applying the union bound. [\

The bound in Lemma 4.2 follows from Lemmas B.1 and B.2. [\

B.2 Security of VCKZG

We now give the proof for Lemma 4.3. For correctness, this follows from correctness of KZG from Lemma 4.1.
To argue statistical hiding, we first consider when the discrete logarithm x of the group elements X1,1

in the CRS is not in r0, S ´ 1s. Then, we have that the following Vandermonde matrix

V “

¨

˚

˚

˚

˝

1 . . . 0S

...
. . .

...
1 . . . pS ´ 1qS

1 . . . xS

˛

‹

‹

‹

‚

P ZpS`1qˆpS`1q
p

is full-rank. Now, we consider any vector v P ZSp . We will show that the probability that the commitment
of v sampled from VCKZG is some group element C P G1 is 1{p. To see this, notice that the polynomial f
committed by KZG.Com is a uniformly random polynomial of degree ď S with the condition that fpiq “ vi
for all i P r0, S ´ 1s. Then, the desired probability is

Prf Ð$ ZďSp rXsrfpxqG1 “ C|@i P r0, S ´ 1s, fpiq “ vis “
Prf Ð$ ZďSp rXsrfpxqG1 “ C ^ @i P r0, S ´ 1s, fpiq “ vis

Prf Ð$ ZďSp rXsr@i P r0, S ´ 1s, fpiq “ vis

“ p´S´1{p´S “
1

p

The second equality follows from V being full-rank. Thus, the advantage of any Ahide will be bounded by
the probability that x P r0, S ´ 1s which is at most S{p.

For position-binding, observe that any adversary Apbind outputting two different openings vi ‰ v1i to the
same position i will immediately break evaluation-binding of KZG. The bound then follows from Lemma 4.1.

Succinctness follows from the fact that each opening contains constant number of group elements and
the verification perform constant number of group exponentiations and pairing evaluation. [\

C Deferred Linkability Proofs

C.1 Proof of Lemma 6.5

We will use the same notations for variables as established in the proof of Theorem 6.4.
Recall that we want to bound the probability of the event BadLink. In this case, we will employ the

same proof strategy as with the event AllSigned in the unforgeability proof. In particular, we will define
a wrapper A1 (with the pseudocode in Figure 16) taking as input crs, skI, pkI, and a trapdoor td for the
extractor of GS. (These are sampled according to the same distribution as in G2.) The adversary A1 has
access to the random oracle Hlin making at most QH queries. It runs the adversary A as in G2 (simulating the
issuance with skI, the Hlin queries are replied by querying its own RO, and Htrunc queries are simulated using

its own random coins). At the end of the game, checks whether pxcnt
pkq

1 , pk
pkq
User, C

pkq, C
pkq
γ q are identical for

k P t0, 1u and neither ForgeSPS nor Collγ are invoked (this can be done efficiently as A1 knows the trapdoor).
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Adversary A1Hlinpinpq

parse pcrs, skI, pkI, tdq Ð inp

U Ð H; idxÐ 0

pctxt, prk, snk, τk “ pdbspk, comk, πkqkPt0,1uq

Ð$ AIss,Hlin,Htrunc pcrs, pkIq

parse pπ
pkq
GS , π

pkq
lin , π

pkq
truncq Ð πk for k P t0, 1u

for k P t0, 1u do

xk Ð pcrs, rk, ctxt, snk, dbspk, comkq

rw
pkq
Ð ExtP,GSptd,xk, πGS,kq

parse rw
pkq

as witness in rRtok

if pxk, rw
pkq
q R rRtok then return K

if p@k P t0, 1u : Vpcrs, ctxt, rk, snk, τkq “ 1q ^ r0 ‰ r1

^ sn0 “ sn1 ^ pdbsp0 ´
dbsp0´dbsp1
r0´r1

r0qG1 R U ^

pxcnt
p0q
1 , pk

p0q
User, C

p0q
, C
p0q
γ q “ pxcnt

p1q
1 , pk

p1q
User, C

p1q
, C
p1q
γ q

^ Di P ridxs : ppkUser,i, Ci, Cγ,iq “ ppk
p0q
User, C

p0q
, C
p0q
γ q

^ @i ‰ j P ridxs : Cγ,i “ Cγ,j

then return pctxt, prk, snk, τk, rw
pkq
qkPt0,1uq

return K

Oracle IssppkUser, imsgq :

idxÐ idx` 1

U Ð U Y tpkUseru

γ0,γ1 Ð$ Z2
p

Cγ,idx Ð
ř2
j“1 γ0,jHj ` γ1,jH2`j

σÐ$ SPS.SpskI, ppkUser,idx, Cidx, Cγ,idxqq

return σ

Oracle Hlinpxq :

return Hlinpxq

Oracle Htruncpxq :

if Ttruncrxs “ K then Ttruncrxs Ð$ Zp
return Ttruncrxs

Fig. 16. Wrapper adversary A1 for proof of Lemma 6.5

8 If BadLink occurs, it returns pctxt, prk, snk, τ “ pdbspk, comk, πkq, rw
pkqqkPt0,1uq. With how A1 is defined

PrrA1pinpq ‰ Ks “ PrrBadLink _ BadForms.
Similar to the unforgeability proof, we want to apply the extractor Extlin from Lemma 5.1 with L “ 2 on

A1 as follows. First, run the wrapper A1 on input inp with the random coins ρA1 and simulate the oracle Hlin

to A1 (letting h be the RO outputs). Then, on the output out “ pctxt, prk, snk, τk, rw
pkqqkPt0,1uq of A1, run

the extractor ExtA
1

lin pinp, out,h; ρA1q which returns the witnesses w
p0q
lin ,w

p1q
lin , containing the scalar openings.

Denote the event Good1 as the event that (1) the extraction succeeds, (2) BadLink occurs with respect to

the output of A1, and (3) the extracted witness w
pkq
lin defined as

w
pkq
lin “ ppy

pkq
j , randpkqyj , β

1
f,j
pkq
, rand

pkq
β1f,j
qjPr2s,

pz
pkq
i , randpkqzi , β

1
g,i
pkq
, rand

pkq
β1g,i

, pt
pkq
j,i , rand

pkq
tj,iqjPr2sqiPr3s,γ

pkq
0 ,γ

pkq
1 , randpkqγ0

, randpkqγ1
q

satisfy y
pkq
j “ ȳ

pkq
j pmod 2mq for k P t0, 1u, j P r2s (i.e., BadForm does not occur with respect to the outputs

of A1). Then, by Lemma 5.1, there exists a DL adversary Bdlog,1 running in time
32QHlin

ε1pλq
lnp 16

ε1pλq
q with

ε1pλq “ PrrBadLink _ BadForms, such that

PrrGood1 _ BadForms ě
PrrBadLink _ BadForms

8
´ Advdlog

GGenpBdlog,1, λq .

Since Good1 and BadForm are disjoint and similarly for BadLink and BadForm, we have that (using the fact
that the distribution of Extlin is the same as A1)

PrrGood1s ě
PrrBadLinks ´ 7PrrBadForms

8
´ Advdlog

GGenpBdlog,1, λq .

By the definition of A1, if Good1 occurs, we have the following:

8 Note that we cannot check for BadForm, since it requires computing the discrete log dlogG1
Y
pkq
j which is not

guaranteed to be small.
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‚ We can efficiently compute cntpkq “ dlogG1
xcnt
pkq

1 and ȳ
pkq
j “ dlogG1

Ȳ
pkq
j for j P r2s as BadForm does not

occur.
‚ From the outputs of A1, we have that pcntpkq, pk

pkq
User, C

pkq, C
pkq
γ q are identical for k P t0, 1u.

We note that by how rRtok is defined, we should have that

dbsppkq “ dlogG1
pk
pkq
User ` pt

pkq
1,3 ` t

pkq
2,3 ` z

pkq
3 qrk .

Since Identify does not output pkUser and r0 ‰ r1 by the winning condition of G2, we have that t
p0q
1,3 ` t

p0q
2,3 `

z
p0q
3 ‰ t

p1q
1,3 ` t

p1q
2,3 ` z

p1q
3 . Now, since we have that cntp0q “ cntp1q, we can consider the following cases:

‚ y
p0q
j ‰ y

p1q
j for some i P r2s. Here, we break evaluation-binding of KZGPed commitment scheme C

p0q
f,j with

the openings open
pkq
f,j “ pβ

1
f,j
pkq
, Q

pkq
f,j q.

‚ z
p0q
3 ‰ z

p1q
3 . Again, this also breaks evaluation-binding of KZGPed commitment scheme on the commitment

C
p0q
g,i .

‚ y
p0q
j “ y

p1q
j for all i P r2s and t

p0q
j,3 ‰ t

p1q
j,3 for some j P r2s. Since y

p0q
j “ y

p1q
j , we also have that ȳ

p0q
j “ ȳ

p1q
j

(since BadForm does not occur), and accordingly with t
p0q
j,3 ‰ t

p1q
j,3 , we break position-binding of VCKZG

commitment CT,j,3.

Therefore, there exists an adversary Bebind and Bpbind playing the binding games of KZGPed and VCKZG

commitment schemes, respectively such that

PrrGood1s ď AdvebindKZGPed,d
pBebind, λq ` AdvpbindVCKZG,8k

pBpbind, λq .

Hence,

PrrBadLinks ď 8pPrrGood1s ` Advdlog
GGenpBdlog,1, λqq ` 7PrrBadForms

ď 8pAdvebindKZGPed,d
pBebind, λq ` AdvpbindVCKZG,8k

pBpbind, λq ` Advdlog
GGenpBdlog,1, λqq

` 7PrrBadForms .[\

C.2 Proof of Lemma 6.6

Recall that we want to bound the probability of the event BadG. In this case, we will define a wrapper A1
(with the pseudocode in Figure 17) taking as input crs, skI, pkI, and a trapdoor td for the extractor of GS.
(These are sampled according to the same distribution as in G2.) The adversary A1 has access to the random
oracle Hlin making at most QH queries. It runs the adversary A as in G2 (simulating the issuance with skI,
the Hlin queries are replied by querying its own RO, and Htrunc queries are simulated using its own random
coins). At the end of the game, checks whether BadG is invoked (this can be done efficiently as A1 knows the

trapdoor so it can extract Γ
pkq
0 ,Γ

pkq
1 ). If BadG occurs, it returns pctxt, prk, snk, τk, rw

pkq,γ0,ik ,γ1,ikqkPt0,1uq

where i0, i1 are defined as in the event BadG. With how A1 is defined PrrA1pinpq ‰ Ks “ PrrBadGs.
Then, we want to apply the extractor Extlin from Lemma 5.1 with L “ 2 on A1 as follows. First, run

the wrapper A1 on input inp with the random coins ρA1 and simulate the oracle Hlin to A1 (letting h
be the RO outputs). Then, on the output out “ pctxt, prk, snk, τk, rw

pkqqkPt0,1uq of A1, run the extractor

ExtA
1

lin pinp, out,h; ρA1q which returns the witnesses w
p0q
lin ,w

p1q
lin . Denote the event Good2 as the event that the

extraction succeeds. Also denote the extracted witnesses as

w
pkq
lin “ ppy

pkq
j , randpkqyj , β

1
f,j
pkq
, rand

pkq
β1f,j
qjPr2s,

pz
pkq
i , randpkqzi , β

1
g,i
pkq
, rand

pkq
β1g,i

, pt
pkq
j,i , rand

pkq
tj,iqjPr2sqiPr3s,γ

pkq
0 ,γ

pkq
1 , randpkqγ0

, randpkqγ1
q .

48



Adversary A1Hlinpinpq

parse pcrs, skI, pkI, tdq Ð inp

U Ð H; idxÐ 0

pctxt, prk, snk, τk “ pdbspk, comk, πkqkPt0,1uq

Ð$ AIss,Hlin,Htrunc pcrs, pkIq

parse pπ
pkq
GS , π

pkq
lin , π

pkq
truncq Ð πk for k P t0, 1u

for k P t0, 1u do

xk Ð pcrs, rk, ctxtk, snk, dbspk, comkq

rw
pkq
Ð ExtP,GSptd,xk, πGS,kq

parse rw
pkq

as witness in rRtok

if pxk, rw
pkq
q R rRtokreturn K

if p@k P t0, 1u : Vpcrs, ctxt, rk, snk, τkq “ 1q ^ r0 ‰ r1

^ sn0 “ sn1 ^ pdbsp0 ´
dbsp0´dbsp1
r0´r1

r0qG1 R U ^

^ @k P t0, 1u, Dik P ridxs :

ppkUser,ik
, Cik , Cγ,ik q “ ppk

pkq
User, C

pkq
, C
pkq
γ q then

if Dk P t0, 1u : γ0,ik
G2 ‰ Γ

pkq
0 _ γ1,ik

G2 ‰ Γ
pkq
1

then return

pctxt, prk, snk, τk, rw
pkq
,γ0,ik

,γ1,ik
qkPt0,1uq

return K

Oracle IssppkUser, imsgq :

idxÐ idx` 1

U Ð U Y tpkUseru

γ0,idx,γ1,idx Ð$ Z2
p

Cγ,idx Ð
ř2
j“1 γ0,j,idxHj ` γ1,j,idxH2`j

σÐ$ SPS.SpskI, ppkUser,idx, Cidx, Cγ,idxqq

return σ

Oracle Hlinpxq :

return Hlinpxq

Oracle Htruncpxq :

if Ttruncrxs “ K then Ttruncrxs Ð$ Zp
return Ttruncrxs

Fig. 17. Wrapper adversary A1 for proof of Lemma 6.6

Then, by Lemma 5.1, there exists a DL adversary B1dlog running in time
32QHlin

ε2pλq
lnp 16

ε2pλq
qtA with ε2pλq “

PrrBadGs, such that

PrrGood2s ě
PrrBadGs

8
´ Advdlog

GGenpB
1
dlog, λq .

Now, consider when Good2 occurs. By how the event BadG is defined, the output γ0,ik ,γ1,ik contained in

aux and γ
pkq
0 ,γ

pkq
1 extracted by Extlin are such that for some k P t0, 1u,

pγ0,ik ,γ1,ikq ‰ pγ
pkq
0 ,γ

pkq
1 q .

However, by how rRtok is defined, with H1, . . . ,H4 contained in the crs (which is also the input of Extlin)

2
ÿ

j“1

γ
pkq
0,jHj ` γ

pkq
1,jHj`2 “ Cpkqγ “

2
ÿ

j“1

γ0,ik,jHj ` γ1,ik,jHj`2 .

This leads to a non-trivial discrete logarithm relation over H1, . . . ,H4, breaking DL assumption. Hence, there
exists an adversary B2dlog running in time roughly that of B1dlog such that PrrGood2s ď Advdlog

GGenpB2dlog, λq.
Thus, we can construct Bdlog,2, by combining B1dlog and B2dlog, such that

PrrBadGs ď 8pPrrGood2s ` Advdlog
GGenpB

1
dlog, λqq ď 16Advdlog

GGenpBdlog,2, λq .[\

C.3 Proof of Lemma 6.7

Recall that we want to bound the probability of the event BadLink. For this case, we will employ a rewinding
argument to show that after enough rewinding, the adversary would break the position-binding or degree-
binding property of the KZG commitment. Our proof strategy proceed in the following steps.
Wrapper A1. We define a wrapper A1 (given in Figure 18) taking as input crs, skI, pkI, a trapdoor td
for the extractor of GS, and vectors γ˚0 ,γ

˚
1 P Z2

p. It then samples an index i˚Ð$ rQIsss (i.e., taking the
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corresponding value in its random tape). Then, it runs A as in G2 with the exception that during the
i˚-th issuance oracle call, it uses γ˚0 ,γ

˚
1 instead of drawing them from its random coins. At the end, when

A returns its outputs, A1 uses td to extract rw and rw
1, checks that (1) xcnt

p0q

1 ‰ xcnt
p1q

1 and the extracted

ppk
pkq
User, C

pkq, C
pkq
γ q corresponds to the values signed during the i˚-th issuance oracle query for both k P t0, 1u,

(2) A wins in the game G2, and (3) neither BadG nor Collγ occurs. (These checks can be made efficiently.)
If these checks do not pass, A1 aborts. Otherwise, it returns the outputs of A along with rw and rw

1. Hence,
PrrA1pcrs, skI, pkI, td,γ˚0 ,γ˚1 q ‰ Ks ě 1

QIss
PrrSNColl _ BadForms (as A1 guesses the index i˚ and A1 cannot

rule out BadForm efficiently).
Wrapper A2 rewinding A1 to extract from πlin. We define another wrapper A2 (given in Figure 18)
which takes as input crs, skI, pkI, a trapdoor td for the extractor of GS, and vectors γ˚0 ,γ

˚
1 P Z2

p. It runs
the wrapper A1 first on input inp with the random coins ρA1 and A2 simulates the oracle Hlin to A1 (letting
h be the RO outputs). On the output out “ pctxt, prk, snk, τk, rw

pkqqkPt0,1uq of A1, A2 runs the extractor

ExtA
1

lin pinp, out,h; ρA1q which returns the witnesses w
p0q
lin ,w

p1q
lin . If the extractor aborts, A2 aborts. Otherwise,

the wrapper A2 does the following:

‚ From rw
pkq, compute the discrete logarithms of cntpkq “ dlogxcnt

pkq

1 , ȳ
pkq
j “ dlogȲ

pkq
1,j , which can be done

efficiently if they are in the designated range r0, N ´ 1s and r0, 2m ´ 1s.

‚ If the above cannot be extracted efficiently or y
pkq
j ‰ ȳ

pkq
j pmod 2mq (y

pkq
j is defined in w

pkq
lin ), abort. Note

that this abort is equivalent to the event BadForm occurring in the output of A1, i.e., with probability
at most PrrBadForms.

If no abort, it returns ctxt and the following values for k “ 0, 1 (these are parsed from rw
pkq,w

pkq
lin )

psnk, C
pkq, cntpkq, py

pkq
j , ȳ

pkq
j , open

pkq
f,j qjPr2s,

pt
pkq
1,j , t

pkq
2,j , z

pkq
j , open

pkq
T,1,j , open

pkq
T,2,j , open

pkq
g,j qjPr2s,γ

pkq
0 ,γ

pkq
1 q .

By how A1 is defined, we have that for k P t0, 1u

γ˚0 “ γ
pkq
0 ;γ˚1 “ γ

pkq
1

snk “ pt
pkq
1,j ` t

pkq
2,j ` z

pkq
j qjPr2s ` cntpkq ¨ γ

pkq
0 ` γ

pkq
1

1 “ KZGPed.VpcrsKZG, C
pkq
f,j , 2

`cntctxt` cntpkq, y
pkq
j , open

pkq
f,j q ,@j P r2s

1 “ KZGPed.VpcrsKZG, C
pkq
g,i , 2

`cntctxt` cntpkq, z
pkq
i , open

pkq
g,i q ,@i P r2s

1 “ VCKZG.VpcrsVC, C
pkq
T,j,i, ȳ

pkq
j , t

pkq
j,i , open

pkq
T,j,iq ,@j P r2s, i P r2s

Note also that by Lemma 5.1,

PrrA2pcrs, skI, pkI, td,γ˚0 ,γ˚1 q ‰ Ks

ě
PrrSNColl _ BadForms

8QIss
´ Advdlog

GGenpBdlog,3, λq ´ PrrBadForms

ě
PrrSNColls

8QIss
´ Advdlog

GGenpBdlog,3, λq ´ PrrBadForms ,

for some adversary Bdlog,3 running in time
32QHlin

ε3
lnp 16

ε3
qtA with ε3pλq “

1
QIss

PrrSNColl _ BadForms. Also,

let εSNCollpλq “ PrrA2pcrs, skI, pkI, td,γ˚0 ,γ˚1 q ‰ Ks. Note also that A2 runs in time roughly
32QHlin

ε3
lnp 16

ε3
qtA

as well.
Rewind A2 further to break degree-binding of KZG. We will construct an adversary BColl,KZG and
BColl,VC (see Figure 19) against degree-binding of KZGPed and position-binding of VCKZG, which rewind A2 on
different γ˚0 ,γ

˚
1 P Z2

p portion of the inputs for at most Kmax “ 2K{εSNColl times until there are K “ 2m`3λ
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successful runs. Note that all A2 is run on the same inputs and random coins except for the γ0,l,γ1,l which
are given to the adversary A after it picks the commitments for the i˚-th issuance query. Hence, all outputs
outl that does not abort contains the same pCp0q, Cp1qq commitments, and furthermore,

Cp0q “ Cp1q “ pCf,1, Cf,2, pCg,i, CT,1,i, CT,2,iqiPr3sq

as they correspond to the same issuance oracle query. Finally, the reduction tries to find the following:

‚ BColl,VC: For some j, i, two valid openings pȳ, t, openq, pȳ1, t1, open1q for CT,j,i with ȳ “ ȳ1 and t ‰ t1.
‚ BColl,KZG: Find

´ For some j P r2s, d`2 valid openings for Cf,j , denoted as S “ tpxl “ 2`cntctxtplq`cntplq, yj,l, openf,j,lqulPrd`2s

such that the input-output pairs pxl, yj,lq do not lie on a degree ď d polynomial.
´ For some i P r2s, d`2 valid openings for Cg,i, denoted as S “ tpxl “ 2`cntctxtplq`cntplq, zi,l, openg,i,lqulPrd`2s

such that the input-output pairs pxl, zi,lq do not lie on a degree ď d polynomial.

These can be computed efficiently by incrementally constructing the set S and adding a new tuple
pxl, yl, openlq if pxl, ylq is not on the polynomial interpolating points in S. More precisely, we maintain

a set S of tuples px, y, openq and a polynomial f P Ză|S|p rXs such that fpxq “ y for all px, y, openq P S.
When we consider a new tuple pxl, yl, openlq, we check

´ If fpxlq “ yl, then we do nothing and consider the next tuple.
´ Otherwise, we add pxl, yl, openlq to S (call this new set S1) and compute f 1 such that f 1pxq “ y for

all px, y, openq P S. (This can be done via Lagrange interpolation.) If no such f 1 exists, this means
there are two tuples with the same x but different y’s; in this case, we just add tuples until the set
is of size d` 2. Otherwise, we continue (with S1, f 1) until we have a set of size d` 2.

If one of the above occurs, BColl,VC or BColl,KZG wins in the game. Note that both run in time roughly

KmaxtA2 “
2m`4λtA2
εSNColl

ď
256kλQHlin

ε3εSNColl
lnp 16

ε3
qtA. (Note that 2m “ 8k is small enough as it is the size of the CRS.)

Analysis of BColl,KZG,BColl,VC. First, we let the event Bad be such that over the Kmax runs of A2, there
exists a subset L Ď rKmax s of size K such that there exists T 1,1,T 1,2,T 2,1,T 2,2 P Z2m

p and polynomials

f1, f2, g1, g2 P Zďdp rXs such that for each l P L there exists ctxtplq P r0, 2`ctxt ´ 1s, cntpl,0q, cntpl,1q P r0, N ´ 1s

where with xpl,kq “ ctxtplq2`cnt ` cntpl,kq for k P t0, 1u

pcntpl,0q ´ cntpl,1qq ¨ γ0,l

“ pgipx
pl,0qq ´ gipx

pl,1qq `
ÿ

jPr2s

Ti,jrfjpx
pl,0qq mod 2ms ´ Ti,jrfjpx

pl,1qq mod 2msqiPr2s .

Note that the event Bad is defined over the choice of γ0,l for l P rKmaxs. Here, for a fixed L Ď rKmax s of size

K, T 1,1,T 1,2,T 2,1,T 2,2 P Z2m

p , polynomials f1, f2, g1, g2 P Zďdp rXs, and ctxtplq P r0, 2`ctxt ´ 1s, cnt
plq
0 , cnt

plq
1 P

r0, N ´ 1s, the probability over γ0,l of the above equation being true is p´2K .
Let Succ be the event that at least K of the Kmax runs of A2 does not abort. Note that if Bad does not

occur, one of the winning condition of BColl,KZG or BColl,VC will be satisfied. Hence,

AdvdbindKZGPed,d
pBColl,KZG, λq ` AdvpbindVCKZG,8k

pBColl,VC, λq ě PrrSuccs ´ PrrBads .

We can bound PrrBads via a union bound over all subsets L of size K of rKmax s and all possible vector

and polynomials and ctxtplq, cnt
plq
0 , cnt

plq
1 for l P L. Note that the probability is over the choices of γ0,l

PrrBads ď

ˆ

Kmax

K

˙

¨ p4¨2m ¨ p4d ¨ p2`ctxtN2qK ¨ p´2K

ď

ˆ

eKmax pN

Kp2´2m`3{K

˙K

ď

ˆ

eKmaxN

Kp1´2m`3{K

˙K
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Adversary A1Hlinpinpq :

parse pcrs, skI, pkI,γ
˚
0 ,γ

˚
1 , tdq Ð inp

U Ð H; idxÐ 0; i
˚
Ð$ rQIsss

pctxt, prk, snk, τk “ pdbspk, comk, πkqkPt0,1uq

Ð$ AIss,Hlin,Htrunc pcrs, pkIq

parse pπ
pkq
GS , π

pkq
lin , π

pkq
truncq Ð πk for k P t0, 1u

for k P t0, 1u do

xk Ð pcrs, rk, ctxtk, snk, dbspk, comkq

rw
pkq
Ð ExtP,GSptd,xk, πGS,kq

parse rw
pkq

as witness in rRtok

if pxk, rw
pkq
q R rRtok then return K

if p@k P t0, 1u : Vpcrs, ctxt, rk, snk, τkq “ 1q ^ r0 ‰ r1

^ sn0 “ sn1 ^ pdbsp0 ´
dbsp0´dbsp1
r0´r1

r0qG1 R U ^

@k P t0, 1u : ppkUser,i˚ , Ci˚ , Cγ,i˚ q “ ppk
pkq
User, C

pkq
, C
pkq
γ q

^ xcnt
p0q
1 ‰ xcnt

p1q
1 ^  BadG ^  Collγ then

return pctxt, prk, snk, τk, rw
pkq
qkPt0,1uq

return K

Oracle IssppkUser, imsgq :

idxÐ idx` 1

if idx ‰ i
˚

then γ0,cnt,γ1,cnt Ð$ Z2
p

else pγ0,cnt,γ1,cntq Ð pγ
˚
0 ,γ

˚
1 q

Cγ,idx Ð
ř2
j“1 γ0,j,idxHj ` γ1,j,idxH2`j

σÐ$ SPS.SpskI, ppkUser,idx, Cidx, Cγ,idxqq

return σ

Oracle Hlinpxq :

return Hlinpxq

Oracle Htruncpxq :

if Ttruncrxs “ K then Ttruncrxs Ð$ Zp
return Ttruncrxs

Adversary A2pinpq :

parse pcrs, skI, pkI,γ
˚
0 ,γ

˚
1 , tdq Ð inp

ρA1 Ð$ RA1 ; out “ pctxt, prk, snk, τk “ pdbspk, comk, πk, rw
pkq
qkPt0,1uq Ð$ A1Hlin pinp; ρA1 q

// Hlin is simulated via lazy sampling by A2. Let h be the vector of RO outputs.

ppw
pkq
lin qkPt0,1uq Ð

$ ExtA
1

lin pinp, out,h; ρA1 q

// For simplicity, assume Extlin’s input out is parsed in the format ppxk, πlin,kqkPt0,1u, auxq.

if pw
pkq
lin qkPt0,1u “ K then return K

parse ppy
pkq
j , randpkqyj

, β
1
f,j
pkq
, rand

pkq

β1
f,j
qjPr2s, pz

pkq
i , randpkqzi

, β
1
g,i
pkq
, rand

pkq

β1
g,i
,

pt
pkq
j,i , rand

pkq
tj,i
qjPr2sqiPr3s,γ

pkq
0 ,γ

pkq
1 , randpkqγ0

, randpkqγ1
q Ð w

pkq
lin for k P t0, 1u

parse rw
pkq

as witness in rRtok for k P t0, 1u

for k P t0, 1u do

cntpkq Ð dlogG1
xcnt
pkq
1 // If this takes too long, A2 just aborts.

for j P r2s : open
pkq
f,j Ð pβ

1
f,j
pkq
, Q
pkq
f,jq; ȳ

pkq
j Ð dlogG1

Ȳ
pkq
1,j

for i P r2s : open
pkq
g,i Ð pβ

1
g,i
pkq
, Q
pkq
g,i q

if Dk P t0, 1u : cntpkq R r0, N ´ 1s _ pDj P r2s : y
pkq
j ‰ ȳ

pkq
j pmod 2q

m
_ ȳ

pkq
j R r0, 2

m
´ 1sq

then return K

return pctxt, pCpkq, cntpkq, py
pkq
j , ȳ

pkq
j , open

pkq
f,jqjPr2s,

pt
pkq
1,j , t

pkq
2,j , z

pkq
j , open

pkq
T,1,j , open

pkq
T,2,j , open

pkq
g,jqjPr2sqkPr2sq

Fig. 18. Wrapper adversary A1 and A2 for proof of Lemma 6.7. Denote RA1 as the randomness space of A1.

The second inequality follows from d ď 2m,
`

n
t

˘

ď pen{tqt and 2`ctxtN ď p. Setting K “ 2m`3λ and

Kmax “ 2K{εSNColl. Then, we have PrrBads ď 2´2m`3λ with εSNColl ě 8eN{p.

We now analyze PrrSuccs. Recall that εSNColl “ PrrA2 does not aborts. Then, we first let G be a set of
tuples inp “ pcrs, skI, pkI, td, ρA2q such that

Prγ˚0 ,γ
˚
1 Ð$ Z2

p
rA2pcrs, skI, pkI, td,γ˚0 ,γ˚1 ; ρA2q ‰ Ks ě εSNColl{2 .
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Adversary BColl,KZGpcrsKZGq , BColl,VCpcrsVCq :

parse par “ pp,G1,G2,GT , eq from crsKZG

pcrsGS, tdq Ð$ ExtSetuppparq;H Ð$ G4
1

crsKZG Ð$ KZGPed.Setupppar, dq crsVC Ð$ VCKZG.Setupppar, 2
m
q

crslin Ð$Πlin.SetuppcrsGSq; crstrunc Ð$Πtrunc.SetuppcrsGSq

crsÐ ppar, crsKZG, crsVC, crsGS, crslin, crstruncq

pskI, pkIq Ð$ SPS.KeyGenpparq

ρA2 Ð$ RA2 // The random coins contain the indices i
˚
, j
˚

as well.

OutÐ H

for l “ 1, . . . , Kmax do // Rewind A2 enough times.

outl Ð A2pcrs, skI, pkI, td,γ0,l,γ1,l; ρA2 q

if outl ‰ K then OutÐ OutY toutlu

if |Out| ě K then break

parse Out “ toutplqulPrKs

for l P rKs :

parse pctxtplq, pCpl,kq, cntpl,kq, py
pl,kq
j , ȳ

pl,kq
j , open

pl,kq
f,j qjPr2s,

pt
pl,kq
1,j , t

pl,kq
2,j , z

pl,kq
j , open

pl,kq
T,1,j , open

pl,kq
T,2,j , open

pl,kq
g,j qjPr2sqkPr2sq Ð outplq

// C
pl,kq

are the same for all l by how A2 is defined.

for k P t0, 1u : x
pl,kq

Ð ctxtplq2`cnt ` cntpl,kq

Ef,j , Eg,i, ET,j,i Ð H for j P r2s, i P r2s

for j P r2s : Ef,j Ð tpx
pl,kq

, y
pl,kq
j , open

pl,kq
f,j qulPrKs,kPt0,1u

for i P r2s : Eg,i Ð tpx
pl,kq

, z
pl,kq
i , open

pl,kq
g,i qulPrKs,kPt0,1u

for i, j P r2s : ET,j,i Ð tpȳ
pl,kq
j , t

pl,kq
j,i , open

pl,kq
T,j,iqulPrKs,kPt0,1u

if Di, j P r2s, pȳ, t, openq, pȳ1, t1, openq P ET,j,i : ȳ “ ȳ
1
^ t ‰ t

1

return pC
p1,0q

, ȳ, pt, openq, pt1, openqq

if pDi P r2s : DS Ď Eg,i, |S| “ d` 2 : p@g P Zďdp rXs, Dpx, z, openq P S : gpxq ‰ zqq

return pC
p1,0q
g,i , Sq

if pDj P r2s : DS Ď Ef,j , |S| “ d` 2 : p@g P Zďdp rXs, Dpx, z, openq P S : gpxq ‰ zqq

return pC
p1,0q
f,j , Sq

return K

Fig. 19. Description of adversaries BColl,KZG,BColl,VC. Denote RA2 as the randomness space of A1.

Then, one can see that Prinprinp P Gs ě εSNColl{2 as

εSNColl ď Prinprinp P Gs ` p1´ Prinprinp P GsqεSNColl{2

εSNColl{2 ď Prinprinp P Gsp1´ εSNColl{2q ď Prinprinp P Gs .

Now, consider PrrSucc|inp P Gs, which corresponds to the probability of the event that at least K out of
Kmax “ 2K{εSNColl runs of A2 does not abort. Let X1, . . . , XKmax

be indicators variable such that Xi “ 1 if
the i-th run of A2 succeeds when inp P G. By definition of G, PrrXi “ 1s ě εSNColl{2. Also, let X “

ř

iXi,
µ “ E rXs ě KmaxεSNColl “ 2K. By Chernoff bound and with Kmax “ 2K{εSNColl and K “ 2m`3λ, we have
that

Prr Succ|inp P Gs ď PrrX ď Ks ď PrrX ď
µ

2
s ď e´µ{8 ď 2´2m`1λ .

Hence, PrrSuccs ě p1´ 2´2m`1λqεSNColl{2 ě εSNColl{2´ 2´2m`1λ. Thus concluding the proof that

PrrSNColls ď 8QIsspPrrA2 does not aborts ` 2AdvsoundΠtrunc
pBsound, λq ` Advdlog

GGenpBdlog,3, λq
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ď 8QIssp2PrrSuccs ` 2´2m`1λ`1 ` PrrBadForms ` Advdlog
GGenpBdlog,3, λqq

ď 8QIsspAdv
dbind
KZGPed,d

pBColl,KZG, λq ` AdvpbindVCKZG,8k
pBColl,VC, λq ` 2´2m`1λ`2`

` PrrBadForms ` Advdlog
GGenpBdlog,3, λqq .[\

C.4 Proof of Lemma 6.8

We replicate the strategy for analyzing SNColl with the following specifications on the wrappers. The de-
scriptions of the wrappers are given in Figure 20

‚ Wrapper A1. The wrapper A1 samples a pair of distinct indices i˚ ă j˚ (instead of only one i˚ as in the
prior proof) and uses γ˚0 ,γ

˚
1 in the j˚-th issuance oracle query. At the end, A1 checks that the (1) the

extracted tppk
pkq
User, C

pkq, C
pkq
γ qukPt0,1u corresponds to the values signed during the i˚ and j˚-th issuance

oracle queries, (2) A wins in the game G2, and (3) neither BadG nor Collγ occurs. (These checks can
be made efficiently.) If these checks do not pass, A1 abort. Otherwise, it returns the outputs of A along
with rw and rw

1. Hence, PrrA1pcrs, skI, pkI, td,γ˚0 ,γ˚1 q ‰ Ks ě 1
Q2

Iss
PrrSNColl2 _ BadForms (as A1 guesses

the index i˚ and A1 cannot rule out BadForm efficiently).
‚ Wrapper A2 rewinding A1 to extract from πlin. Similar to the prior proof, runs the wrapper
A1 first on input inp with the random coins ρA1 and A2 simulates the oracle Hlin to A1 (letting h
be the RO outputs). On the output out “ pctxt, prk, snk, τk, rw

pkqqkPt0,1uq of A1, A2 runs the extractor

ExtA
1

lin pinp, out,h; ρA1q which returns the witnesses w
p0q
lin ,w

p1q
lin . If the extractor aborts, A2 aborts. It also

computes cntpkq “ dlogxcnt
pkq

1 , ȳ
pkq
j “ dlogȲ

pkq
1,j and aborts if they are not of the right format (i.e., BadForm

is invoked on the output of A1). If no abort, it returns ctxt and the following values for k “ 0, 1 (these

are parsed from rw
pkq,w

pkq
lin )

psnk, C
pkq, cntpkq, py

pkq
j , ȳ

pkq
j , open

pkq
f,j qjPr2s,

pt
pkq
1,j , t

pkq
2,j , z

pkq
j , open

pkq
T,1,j , open

pkq
T,2,j , open

pkq
g,j qjPr2s,γ

pkq
0 ,γ

pkq
1 q .

By how A1 is defined (i.e., Collγ and BadG does not occur and A wins in the game), we have that for
k P t0, 1u

snk “ pt
pkq
1,j ` t

pkq
2,j ` z

pkq
j qjPr2s ` cntpkq ¨ γ

pkq
0 ` γ

pkq
1

1 “ KZGPed.VpcrsKZG, C
pkq
f,j , 2

`cntctxt` cntpkq, y
pkq
j , open

pkq
f,j q ,@j P r2s

1 “ KZGPed.VpcrsKZG, C
pkq
g,i , 2

`cntctxt` cntpkq, z
pkq
i , open

pkq
g,i q ,@i P r2s

1 “ VCKZG.VpcrsVC, C
pkq
T,j,i, ȳ

pkq
j , t

pkq
j,i , open

pkq
T,j,iq ,@j P r2s, i P r2s

Note that γ˚0 “ γ
pkq
0 ;γ˚1 “ γ

pkq
1 for one of the k P t0, 1u and γ

p1´kq
0 ,γ

p1´kq
1 will be identical to the value

γ0,i˚ ,γ1,i˚ drawn from the random coins of A1. Note also that by Lemma 5.1,

PrrA2pcrs, skI, pkI, td,γ˚0 ,γ˚1 q ‰ Ks

ě
PrrSNColl2 _ BadForms

8Q2
Iss

´ Advdlog
GGenpBdlog,4, λq ´ PrrBadForms

ě
PrrSNColl2s

8Q2
Iss

´ Advdlog
GGenpBdlog,4, λq ´ PrrBadForms ,

for some adversary Bdlog,4 running in time
32QHlin

ε4
lnp 16

ε4
qtA with ε4pλq “ Q´2

IssPrrSNColl2 _ BadForms.

Let εSNColl2pλq “ PrrA2pcrs, skI, pkI, td,γ˚0 ,γ˚1 q ‰ Ks. Note that A2 also runs in time
32QHlin

ε4
lnp 16

ε4
qtA.
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Rewind A2 to break degree-binding of KZG. We will construct an adversary B1Coll,KZG and B1Coll,VC (see
Figure 21) against degree-binding of KZGPed and position-binding of VCKZG, which rewind A2 on different
γ˚0 ,γ

˚
1 P Z2

p portion of the inputs for at most Kmax “ 2K{εSNColl2 times until there are K “ 2m`3λ successful
runs. Note that all A2 is run on the same inputs and random coins except for the γ0,l,γ1,l which are given
to the adversary A after it picks the commitments for the j˚-th issuance query. Hence, all outputs outl
that does not abort contains the same pCp0q, Cp1qq commitments. Without loss of generality, we also assume
that Cp0q corresponds to the commitment from the i˚-th issuance query. Since i˚ ă j˚, we also have that

γ
p0q
0 ,γ

p0q
1 are the same overall outputs outl. We also denote Cpkq as

Cpkq “ pC
pkq
f,1 , C

pkq
f,2 , pC

pkq
g,i , C

pkq
T,1,i, C

pkq
T,2,iqiPr3sq .

Similar to the prior proof, B1Coll,KZG and B1Coll,VC will find the following: (the notations take from the reduction
in Figure 21)

‚ B1Coll,VC: For some k P t0, 1u, j, i P r2s, two valid openings pȳ, t, openq, pȳ1, t1, open1q for C
pkq
T,j,i with ȳ “ ȳ1

and t ‰ t1.

‚ B1Coll,KZG: Find

´ For some k P t0, 1u, j P r2s, d ` 2 valid openings for C
pkq
f,j , denoted as S “ tpxl “ 2`cntctxtplq `

cntplq, yj,l, openf,j,lqulPrd`2s such that the input-output pairs pxl, yj,lq do not lie on a degree ď d
polynomial.

´ For some k P t0, 1u, i P r2s, d ` 2 valid openings for C
pkq
g,i , denoted as S “ tpxl “ 2`cntctxtplq `

cntplq, zi,l, openg,i,lqulPrd`2s such that the input-output pairs pxl, zi,lq do not lie on a degree ď d
polynomial.

These can be computed efficiently as in the proof of Lemma 6.7.

If one of the above exists, B1Coll,VC or B1Coll,KZG wins in the game. Note that both run in time roughly KmaxtA2 “
2m`4λtA2
εSNColl2

ď
256kλQHlin

ε4εSNColl2
lnp 16

ε4
qtA. (Note that 2m “ 8k is small enough as it is the size of the CRS.)

Analysis of B1Coll,VC and B1Coll,KZG. The difference from the prior proof lies in how we define the event Bad. In
particular, the event Bad is defined such that over the Kmax runs of A2, there exists a subset L Ď rKmax s

of size K such that, there exists T
pkq
1,1,T

pkq
1,2,T

pkq
2,1,T

pkq
2,2 P Z2m

p and polynomials f
pkq
1 , f

pkq
2 , g

pkq
1 , g

pkq
2 P Zď2m

p rXs

for k P t0, 1u such that, for each l P L there exists ctxtplq P r0, 2`ctxt ´ 1s, cntpl,0q, cntpl,1q P r0, N ´ 1s where
with xpl,bq “ ctxtpbq2`cnt ` cntpl,bq for b P t0, 1u

cntpl,1q ¨ γ0,l ` γ1,l ´ cntpl,0q ¨ γ
p0q
0 ` γ

p0q
1

“ pg
p0q
i pxpl,0qq ´ g

p1q
i pxpl,1qq `

ÿ

jPr2s

T
p0q
i,j rf

p0q
j pxpl,0qq mod 2ms ´ T

p1q
i,j rf

p1q
j pxpl,1qq mod 2msqiPr2s .

Note that γ
p0q
0 ,γ

p0q
1 P Z2

p are the same over all runs. For intuition, this corresponds to the fact that the serial
numbers sn0 “ sn1 in every successful run.

Note that the event Bad is defined over the choice of γ0,l,γ1,l for l P rKmaxs. Here, for a fixed L Ď rKmax s

of size K, T
pkq
1,1,T

pkq
1,2,T

pkq
2,1,T

pkq
2,2 P Z2m

p and polynomials f
pkq
1 , f

pkq
2 , g

pkq
1 , g

pkq
2 P Zď2m

p rXs for k P t0, 1u, and

ctxtplq P r0, 2`ctxt ´ 1s, cntpl,0q, cntpl,1q P r0, N ´ 1s, the probability that the above equation being true is p´2K .

Let Succ be the event that at least K of the Kmax runs of A2 does not abort. Note that if Bad does not
occur, one of the winning condition of B1Coll,KZG or B1Coll,VC will be satisfied. Hence,

AdvdbindKZGPed,d
pB1Coll,KZG, λq ` AdvpbindVCKZG,8k

pB1Coll,VC, λq ě PrrSuccs ´ PrrBads .
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Adversary A1Hlinpinpq :

parse pcrs, skI, pkI,γ
˚
0 ,γ

˚
1 , tdq Ð inp

U Ð H; idxÐ 0; pi˚, j˚q Ð$ tpi, jq P rQIsss
2 : i ă ju

pctxt, prk, snk, τk “ pdbspk, comk, πkqkPt0,1uq

Ð$ AIss,Hlin,Htrunc pcrs, pkIq

parse pπ
pkq
GS , π

pkq
lin , π

pkq
truncq Ð πk for k P t0, 1u

for k P t0, 1u do

xk Ð pcrs, rk, ctxtk, snk, dbspk, comkq

rw
pkq
Ð ExtP,GSptd,xk, πGS,kq

parse rw
pkq

as witness in rRtok

if pxk, rw
pkq
q R rRtok then return K

if p@k P t0, 1u : Vpcrs, ctxt, rk, snk, τkq “ 1q ^ r0 ‰ r1

^ sn0 “ sn1 ^ pdbsp0 ´
dbsp0´dbsp1
r0´r1

r0qG1 R U ^

tppkUser,i, Ci, Cγ,iquiPti˚,j˚u “ tppk
pkq
User, C

pkq, Cpkqγ qukPt0,1u

^  BadG ^  Collγ then

return pctxt, prk, snk, τk, rw
pkq
qkPt0,1uq

return K

Oracle IssppkUser, imsgq :

idxÐ idx` 1

if idx ‰ j
˚

then γ0,cnt,γ1,cnt Ð$ Z2
p

else pγ0,cnt,γ1,cntq Ð pγ
˚
0 ,γ

˚
1 q

Cγ,idx Ð
ř2
j“1 γ0,j,idxHj ` γ1,j,idxH2`j

σÐ$ SPS.SpskI, ppkUser,idx, Cidx, Cγ,idxqq

return σ

Oracle Hlinpxq :

return Hlinpxq

Oracle Htruncpxq :

if Ttruncrxs “ K then Ttruncrxs Ð$ Zp
return Ttruncrxs

Adversary A2pinpq :

parse pcrs, skI, pkI,γ
˚
0 ,γ

˚
1 , tdq Ð inp

ρA1 Ð$ RA1 ; out “ pctxt, prk, snk, τk “ pdbspk, comk, πk, rw
pkq
qkPt0,1uq Ð$ A1Hlin pinp; ρA1 q

// Hlin is simulated via lazy sampling by A2. Let h be the vector of RO outputs.

ppw
pkq
lin qkPt0,1uq Ð

$ ExtA
1

lin pinp, out,h; ρA1 q

// For simplicity, assume Extlin’s input out is parsed in the format ppxk, πlin,kqkPt0,1u, auxq.

if pw
pkq
lin qkPt0,1u “ K then return K

parse ppy
pkq
j , randpkqyj

, β
1
f,j
pkq
, rand

pkq

β1
f,j
qjPr2s, pz

pkq
i , randpkqzi

, β
1
g,i
pkq
, rand

pkq

β1
g,i
,

pt
pkq
j,i , rand

pkq
tj,i
qjPr2sqiPr3s,γ

pkq
0 ,γ

pkq
1 , randpkqγ0

, randpkqγ1
q Ð w

pkq
lin for k P t0, 1u

parse rw
pkq

as witness in rRtok for k P t0, 1u

for k P t0, 1u do

cntpkq Ð dlogG1
xcnt
pkq
1 // If this takes too long, A2 just aborts.

for j P r2s : open
pkq
f,j Ð pβ

1
f,j
pkq
, Q
pkq
f,jq; ȳ

pkq
j Ð dlogG1

Ȳ
pkq
1,j

for i P r2s : open
pkq
g,i Ð pβ

1
g,i
pkq
, Q
pkq
g,i q

if Dk P t0, 1u : cntpkq R r0, N ´ 1s _ pDj P r2s : y
pkq
j ‰ ȳ

pkq
j pmod 2q

m
_ ȳ

pkq
j R r0, 2

m
´ 1sq

then return K

return pctxt, pCpkq, cntpkq, py
pkq
j , ȳ

pkq
j , open

pkq
f,jqjPr2s,

pt
pkq
1,j , t

pkq
2,j , z

pkq
j , open

pkq
T,1,j , open

pkq
T,2,j , open

pkq
g,jqjPr2s, γ

pkq
0 ,γ

pkq
1 qkPr2sq

Fig. 20. Wrapper adversary A1 and A2 for proof of Lemma 6.8. The highlighted portion denotes the distinction from
the proof of Lemma 6.7. Denote RA1 as the randomness space of A1.
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Adversary B1Coll,KZGpcrsKZGq , B1Coll,VCpcrsVCq :

parse par “ ppp,G1,G2,GT , eqq from crsKZG

pcrsGS, tdq Ð$ ExtSetuppparq;H Ð$ G4
1

crsKZG Ð$ KZGPed.Setupppar, dq crsVC Ð$ VCKZG.Setupppar, 2
m
q

crslin Ð$Πlin.SetuppcrsGSq; crstrunc Ð$Πtrunc.SetuppcrsGSq

crsÐ ppar, crsKZG, crsVC, crsGS, crslin, crstruncq

pskI, pkIq Ð$ SPS.KeyGenpparq

ρA2 Ð$ RA2 // The random coins contain the index i
˚

as well.

OutÐ H

for l “ 1, . . . , Kmax do // Rewind A2 enough times.

outl Ð A2pcrs, skI, pkI, td,γ0,l,γ1,l; ρA2 q

if outl ‰ K then OutÐ OutY toutlu

if |Out| ě K then break

parse Out “ toutplqulPrKs

for l P rKs :

parse pctxtplq, pCpl,kq, cntpl,kq, py
pl,kq
j , ȳ

pl,kq
j , open

pl,kq
f,j qjPr2s,

pt
pl,kq
1,j , t

pl,kq
2,j , z

pl,kq
j , open

pl,kq
T,1,j , open

pl,kq
T,2,j , open

pl,kq
g,j qjPr2sqkPr2s, γ

pl,kq
0 ,γ

pl,kq
1 q Ð outplq

// C
pl,kq

are the same for all pl, kq by how A2 is defined.

for k P t0, 1u : x
pl,kq

Ð ctxtplq2`cnt ` cntpl,kq

Epkqf,j , E
pkq
g,i , E

pkq
T,j,i Ð H for k P t0, 1u, j P r2s, i P r2s

for j P r2s, k P t0, 1u : Epkqf,j Ð tpx
pl,kq

, y
pl,kq
j , open

pl,kq
f,j qulPrKs

for i P r2s, k P t0, 1u : Epkqg,i Ð tpx
pl,kq

, z
pl,kq
i , open

pl,kq
g,i qulPrKs

for i, j P r2s, k P t0, 1u : EpkqT,j,i Ð tpȳ
pl,kq
j , t

pl,kq
j,i , open

pl,kq
T,j,iqulPrKs

if Di, j P r2s, k P t0, 1u, pȳ, t, openq, pȳ1, t1, openq P EpkqT,j,i : ȳ “ ȳ
1
^ t ‰ t

1

then return pC
p1,kq

, ȳ, pt, openq, pt1, openqq

if pDi P r2s, k P t0, 1u : DS Ď Epkqg,i , |S| “ d` 2 : p@g P Zďdp rXs, Dpx, z, openq P S : gpxq ‰ zqq

then return pC
p1,kq
g,i , Sq

if pDj P r2s, k P t0, 1u : DS Ď Epkqf,j , |S| “ d` 2 : p@g P Zďdp rXs, Dpx, z, openq P S : gpxq ‰ zqq

then return pC
p1,kq
f,j , Sq

return K

Fig. 21. Description of adversaries B1Coll,KZG,B1Coll2,VC. The highlighted pseudocode denotes the distinction from the
proof of Lemma 6.8. Denote RA2 as the randomness space of A1.
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We can bound PrrBads via a union bound over all subsets L of size K of rKmax s and all possible vector

and polynomials and ctxtplq, cnt
plq
0 , cnt

plq
1 for l P L. Note that the probability is over the choices of γ0,l

PrrBads ď

ˆ

Kmax

K

˙

¨ p8¨2m ¨ p8d ¨ p2`ctxtN2qK ¨ p´2K

ď

ˆ

eKmax pN

Kp2´2m`4{K

˙K

ď

ˆ

eKmaxN

Kp1´2m`4{K

˙K

The second inequality follows from d ď 2m,
`

n
t

˘

ď pen{tqt and 2`ctxtN ď p. Setting K “ 2m`3λ and

Kmax “ 2K{εSNColl2 . Then, we have PrrBads ď 2´2m`3λ with εSNColl2 ě 8eN{p.
For PrrSuccs, a similar argument to the proof of Lemma 6.7 with the Chernoff bound yields, PrrSuccs ě

p1´ 2´2m`1λqεSNColl2{2 ě εSNColl2{2´ 2´2m`1λ. Thus concluding the proof that

PrrSNColl2s ď 8Q2
IsspPrrA2 does not aborts ` 2AdvsoundΠtrunc

pBsound, λq ` Advdlog
GGenpBdlog,3, λq

ď 8Q2
Issp2PrrSuccs ` 2´2m`1λ`1 ` PrrBadForms ` Advdlog

GGenpBdlog,3, λqq

ď 8Q2
IsspAdv

dbind
KZGPed,d

pB1Coll,KZG, λq ` AdvpbindVCKZG,8k
pB1Coll,VC, λq ` 2´2m`1λ`2`

` PrrBadForms ` Advdlog
GGenpBdlog,3, λqq .[\
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